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Abstract: Virtual Machine (VM) migration 18 an mnportant activity which is required for managing virtualized
environment, load balancing, power saving and maintenance activities like management of faults due to resource
failures etc. For virtualization, practitioners have used mostly proprietary hypervisors as compared to open source
hypervisors because they consider open source hypervisors have less functionality. However, some research
studies indicate that open source hypervisors may be a good alternative without compromising on functionalities
needed for virtualization. To confirm the same, an experiment has been carried out on two virtualization systems
Kemel-Based Virtual Machine KVM (open source hypervisor) and Xen (proprietary hypervisor) to evaluate their
respective performances total migration time, downtime etc. using VM live migration techmque.
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INTRODUCTION

For implementing cloud computing, an important
technology 15 used virtualization (Buyya et al., 2013; Kerr
and Davari, 2013). This technology has diverted the
industry perspective to utilize resources from physical to
logical. The main goal of virtualization is to utilize the
maximum capacity of available resources such as
processor, storage, network ete (Rastogi and Sushil, 2015;
Ahmad et al, 2015, Chowdhwy and Boutaba, 2010).
Through Virtualization, Virtual Machines (VMs) can
execute various tasks as per the requirements of clients.
The resources can be allocated or de-allocated
dynamically on VMs which converts single physical host
mto number of virtual hosts (Chowdhury and Boutaba,
2010, Masdan et al., 2016, Clark ef al., 2005). VM
migration can be of two types ie., offline and live. In
offline migration, first a VM is suspended, then all files
related to the configuration and VM memory image is
moved {rom source to destination host. At the end of this
migration, the copied VM image 1s resumed at the
destination host. In live migration a rmming VM 1s
migrated from one host to another. The goal of live
migration is to minimize the interruption of services that
are running on a VM during migration (Refaat et of., 2016;
El-Khameesy and Mohamed, 2012). Most of the vendors
of virtualization technology like Xen, KVM and Hyper-V
etc. used live migration as an important feature as it
contributes significantly for their sales. However, not all
live migration technologies are equal in all aspects. One

technology may focus on minimizing the downtime of VM
migration while other may emphasize on mimmizing the
total migration time (Baruchi ef af., 2015; Leelipushpam
and Sharmila 2013). The current study analyzes the
performance of KVM and Xen hypervisors while carrying
out VM live migration on the basis of some parameters
like Total Migration Time (TMT), Down Time (DT), etc.
Some 1important factors and categories of memory
contents used in migration are The experimental setup 15
gilven in.

MATERIALS AND METHODS

Performance parameters of live migration: The
performance of a live migration 1s depended on some
important factors mentioned as below.

CPU state: When migration is done, a VM’s CPU state is
required to be switched from one (source) to other
(destination) host. It takes small amownt of time to transfer
the nformation. This also contributes in the migration
downtime (Sun et al., 2016).

Memory state: Memory state of VM also needs to be
transferred from source to destination host. Tt is a
quite large amount of mformation in comparison to the
CPU state. It mcludes the state of guest Operating
System (O3) and all the processes running within a VM
(Salfner et al., 2011). In some cases, a VM is configured
for more memory than the actual used memory. Here,
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an efficient hypervisor can identify the unused memory
and tries to transfer only contents of used memory
and thus helps in reducing the migration time (Hu ef al.,
2013).

Categories of memory contents to be migrated: There are
various categories of memories which play an important
role in VM migration. All have a relationship among each
other with respect to the size (Akoush et al., 2010).

Configured memory to VM: It 1s an amount of memory
given to the VM by a hypervisor. It 1s also called as
physical memory available for use.

Allocated memory: Tt is an amount of physical memory
which the hypervisor has actually allocated to VM. It 1s
always less than the configured memory that 13 bemng
used by VM.

Used memory: A memory which is used by a VM OS.
There are memory pages that reside inside VM memory.

Request memory by application: Amount of memory
required by applications that are running nside VM.

Dirtied memory: Tt is a part of requested memory of an
application that is actively modifying wvia writing
m-memory pages (Anala ef al, 2013; L and He,
2015; Prakash ef ai., 2011; Shribman and Hudzia, 2012,
Kim ef al., 2011). The relationship between all above
memories is shown in (Fig. 1).

For live migration, configured memory can be the
upper bound to estimate the migration time. Dirty memory
15 also an important parameter which can increase the total
amount of data to be transferred (Shribman and Hudzia,

2012).

Experiment setup: This experiment has been conducted in
the Computer Service Center (CSC) lab of TIT Delhi. The
resources of CSC data center of their private cloud Baadal
have been used for the experiment. Two hosts were used
for the experiment. The configuration of the host used
was 2x4 core Intel (R) Xeon (R) CPU E5540 of 2.53 GHz
and 12 GB RAM. Both host servers could access the
shared storage which was of 50TB based on NetApp
3210V NAS and HP EVA6400 SAN with FC disks. For
virtualization KVM (Kernel Virtual Machme) and Xen
Hypervisors were used.

The experimental setup which shown in the Fig. 2.
Two hosts of same configuration named Host-1 and
Host-2 were taken. Host-1 had a number of VMs on it with
08 Ubuntu 12.04 (Isci et af., 2011). In the experiment, a
number of migrations were carried out from host-1 to
host-2 to analyze the performance. The concept of shared
memory was used for storing the image of Vms and
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Table 1: Image format of virtual machines

Hypervigor Memory migration image Storage migration image
KVM QCOW?2 QCOwW2
Xen VHD LVM

Configured memory

AHigh

Allocated memory

Used memoty Size

Requested memory

Dirtied memory Law

Fig. 1: Hierarchy of memories according to the size

YM2,xm]
hard disk file
of VM2, VML

Ping test

| Vl:lnetwork |

Fig. 2: Experimental setup

for VM migration between hosts; Secured Shell
(8SH) protocol was used to provide secure data exchange
between hosts on the network. Though there were
various protocols available for data excheange for
examples File Transfer Protocol (FTP), Post Office
Protocol (POP) and Telnet but these were not secure as
one could transfer information in the form of plain text,
making it easy for hackers to access it (Feng et al., 2011,
Masdari et al., 2016). Therefore, SSH channel was used
that could restrict hackers and attackers from hacking
information. Hence, it provided a safe and secure way to
transfer data files. While creation of VM, mmage format of
VM was different for both hypervisors as shown in
Table 1.

This experiment measured an important performance
metrics of live migration such as TMT, DT and data
transferred over the network during migration. The
experiment applied ping test to check the accessibility of
VM while migration. The ping test helped in capturing
time stamps and exact pattern of live migration.

Steps for evaluation of live migration: Following metrics
were collected while migration of VM (Kim et al., 2011):
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Setup VM
Switch on VM

Store VM CPU state
Store VM disk state
Store VIM memory state
Record start time

Start VM migration:
Record ping responses

At destination:
Record end titne

|

Calculate the performance metrics

v

Power off VM

Fig. 3: Steps to evaluate performance metrics

Total time taken by VM from source to destination
1.e. Total Migration Time (TMT)

Total time when VM is unresponsive while migration,
1.e., Down Time (DT)

Amount of data that is transferred over the network,
i.e., migrated data

To measure the first parameter TMT, time was noted
at the start as well as at the end of the migration. Similarly,
to measure the DT of VM, ping test was used during VM
migration. Each time, timestamp and sequence number
were noted down where no response was received from
VM. For doing above measurement, shell script was
used in the experiment. The steps of script are shown
in Fig. 3.

RESULTS AND DISCUSSION

In the experiment, VM live migration was done from
host-1 to host-2. For KVM, uwed memory for VM is
approximately 125 MB and migration data 13 258 MB.
For Xen, used memory is 90 MB and migrated data is
2300 MB. The TMT and DT were recorded through ping
test. The migration time 1s also calculated by deducting
the DT from the TMT shown in Table 2.

The above results have been shown using bar charts
in the figures given below. Types of hypervisors are
mentioned onx-axis. Migration time, DT and TMT are
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Fig. 5: Plot of virtualizations (Hypervisors) vs. downtime

shown on y-axis in Figs. 4-6 respectively. It is apparent
that KVM took less time in comparison to Xen in all cases.
The data transfer speed was calculated by using migration
time and migration data. It was approximately 19 MBsec™
and 79 MB sec™' for KVM and Xen respectively. This
showed that Xen had better throughput in comparison to
KVM. It was clear from the plot that KVM took less DT,
l.e., it can synchronize dirty memory data fast to achieve
less DT. The main reason for this is that KVM transferred
only allocated memory but Xen migrated whole
configured memory even when the actual usage was less.
Dirty memory size has g reat impact on the performance
of live migration (Baruchi et al., 2015). To explore the
impact of dirty memory, size of dirty memory is increased
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Fig. 7: Plot of dirty memory size vs. migration time for all
virtualizations

Table 2: Performance metrics for KVM and Xen

Hypervisor Total migration
time (sec) Migration time (sec) Down time (sec) time (sec)
KVM 13.35 0.16 13.41

Xen 29.19 5.01 34.20

gradually in migrated VM. The responses of migration
time, data and DT shown with respect to increasing dirty
memory size 1s shown m Fig. 7-9. The most mnportant
result for KVM was that KVM failed to fimish migration
once dirty memory size reached to 32 MB with given
setup. Tt stopped responding, i.e., it showed no progress.
Further, once dirty memory size reached to the configured
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Fig. 8: Plot of dirty memory size vs. migration data for all
virtualizations
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Fig. 9: Plot of dirty memory size vs. down time for all
virtualizations

memory size, the migration time, down time and migration
data for Xen decreased mstead of increasing. From all
above analysis it is concluded that live migration in
KVM is good if the dirty memory size is less. But if
the dirty memory size 1s large or continuously increasing
with applications runming mside VM, then it 1s better to
prefer offline VM migration. Same thing is also true for
Xen as the impact of dirty memory size on DT is quite
significant. It takes long time of approximately 16-17 sec
for migration.

CONCLUSION
In this study, some important parameters viz.

migration time, DT, TMT and migration data is analyzed
for live VM migration. Tt is found that migration data and
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DT is very less using KVM in comparison to Xen. Dirty
memory size has great impact on migration in KVM
because KVM 1s unable to finish migration once the dirty
memory size is reached to 32 MB in the proposed setup.
In case of Xen, it took approximately 16-17 sec which is
also a large duration. Tt can be concluded from the results
obtamed from the experiment that live migration in KVM
15 good if the dirty memory size is less in comparison to
XKen. But if the size of dirty memory is increasing then
offline migration in KVM should be preferred.
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