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Abstract: Hierarchical text clustering plays a significant role in systematically browsing, summarizing and
organizing documents into structure marmer. However, the Bisect K-means which 1s a well-known hierarchical
clustering algorithm 1s only able to generate local optimal solutions due to the employment of K-means as part
of its process. In this study, we propose to replace the K-means with firefly algorithm, hence producing a Bisect
FA for hierarchical clustering. At each level of the proposed Bisect FA, firefly algorithm worls to produce the
best clusters. For evaluation purposes, we performed experiments on 20 newsgroups dataset that 13 commonly
used in text clustering studies. The results demonstrate that Bisect FA obtains more accurate and compact
clustering than Bisect K-means, K-means and C-firefly algorithms. Such a result indicates that the proposed
Bisect FA is a competitive algorithm for unsupervised learning.
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INTRODUCTION

Traditional methods in clustering can be divided mto
five types; partitional clustering, hierarchical clustering,
density clustering, model based clustering and grid based
clustering (Han et al. (2011); Zhang et al., 2013). This
paper partitional clustering and
hierarchical clustering of text documents. Partitional
clustering groups objects into specific number of k

focuses on the

clusters based on some criterion (e.g., Sum of Squared
Error (SSE)). The K-means (Jain, 2010) and Fuzzy C-Means
(FCM) (Zhong et al, 2010) are the two mostly used
traditional clustering algorithms. This is due to their
simplicity, efficiency and speedy convergence. The
difference between these two algorithms 1s that K-means
15 a hard clustering while FCM 15 a soft clustering
(Aliguliyev, 2009).

Hard clustering requires every object is assigned to
only one cluster while soft clustering allows various
membership degrees. The steps m K-means clustering
(Ain, 2010) are:

Steps in K-means (Ain, 2010):

*  Step 1; randomly choose k cluster centroids
¢ Step 2; assign each object to closest centroid
¢ Step 3; recalculate the centroids

o Step 4 repeat stepl and step 2 until stopping
condition is reached

To start, K-means randomly identify a number of k
centroids and assigns objects to their closest centroid
by minimizing the Sum of Squared Error (SSE). Then,
K-means updates the centroid of each cluster by
calculating the mean of all objects that belong to the
specific cluster. K-means will stop its execution once a
predefined number of iterations have been exceeded or a
stagnant error rate is obtained (Jain, 2010; Rokach and
Maimon, 2005). Clustering using K-means 1s sensitive to
the initial centroids selection, hence may result in a local
optima problem. Another drawback of K-means is its
dependency on the number of k clusters (Cui et al., 2006).
With that being said, researchers have moved to FCM
which is a variant of K-means that overcomes the local
minima. Nevertheless, it still has the problem with the
design of membership function (Rokach and Maimon,
2005).

Hierarchical clustering constructs multi-level clusters
by recursively grouping the objects using either two
directions; top down (divisive methods) or bottom up
(agglomerative methods) (Forsati ef af., 2013). A divisive
clustering method operates by dividing all objects that
belong to one cluster into specific number of clusters. The
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Bisect K-means (Murugesan and Zhang, 2011b; Kashef
and Kamel, 2009). is a well-known divisive hierarchical
clustering and 15 a variant of K-means. In this algorithm,
at each level of constructing a hierarchy, Bisect K-means
selects one cluster, C (initially C represents the whole
dataset) and classifies the objects into two partitions (C1
and C2) by randomly choosing two centers and assigming
objects to the (using K-means
algorithm).

This process continues until it reaches the stopping
condition as either number of iterations or specific number
of clusters. At each step of classifying, the chosen cluster
1s tested by some criteria: minimum intra similarity; the
larger cluster size (means cluster includes large number of
objects) or size of cluster and similarity (Murugesan and
Zhang, 2011a;, Kashef and Kamel, 2009).

closest centers

Shows the steps in Bisect K-means are:

*  Step 1; randomly choose two cluster centroids

Step 2; cluster using K-means

Step 3; if not reach number of clusters, choose the
cluster that has smallest intra similarity for further
process

Step 4, repeat stepl until reach number of clusters

Background: Bisect K-means requires a refinement step
to re-cluster the resulting solutions at each level of
constructed tree. This drawback attracts researchers to
combine Bisect K-means with K-means. In the work of
(Kashef and Kamel, 2009, 2010). The clustering solution of
Bisect K-means and K-means at each level cooperated
between them by cooperative and merging matrices.
Further, the Un-weighted Pair Group Method with
Arithmetic Mean (UPGMA) (a type of agglomerative
clustering) merges the obtained clusters from Bisect
K-means (where, Bisect K-means generates clusters larger
than k) until it reaches the k number of clusters (Kashef
and Kamel, 2009; Murugesan and Zhang, 2011a, b). In
general, Bisect K-means uses k-means at each level of tree
construction. Nevertheless, K-means 1s sensitive to the
initial centroids selection, hence causing a local optima
problem.

Existing studies show that optimization algorithm 1s
an alternative n solving local optima problem. Generally,
the goal of clustering is to achieve high similarity among
objects in a cluster and less similarity between clusters.
Such a situation can be represented as an optimization
problem (Banati and Bajaj, 2013). Optimization identifies
the best solution (optimal or near optimal solution) from
a set of available solutions using an objective function
(can be formulated as mimmum or maximum). The design
of an objective function is based on the problem m-hand
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(Rothlauf, 2011). Recently, meta-heuristic approach has
proven to be a success in finding the best solution
(Kirkpatrick et al, 1983; Cul et af, 2006). Existing
meta-heuristic approach can be divided into two groups;
single solution and population solution (Boussaid et al.,
2013). Single solution meta-heuristic starts with a single
solution and tries to enhance it while population
meta-heuristic solution starts with a set of solutions and
evaluate them to choose the best one. Simulated
Amnealing (Kirkpatrick et «l., 1983) and Tabu Search
(Glover, 1986) are examples of single
meta-heuristic while Genetic algorithm (Beasley ef al,
1993). Evolutionary programming (Fogel, 1994).
Differential Evolution (Rokach and Maimon, 2005) and
nature-mspired algorithms (Fogel, 1994) are types of
population meta-heuristic solution.

Nature-inspired (also called as Swarm intelligence)
algorithms includes studies on social mmsects or ammal
behaviors in the nature and mimics these behaviors to
solve problems faced by humans (Rothlauf, 2011). Swarm
intelligence algorithms mclude the Particle Swarm
Optimization (Kemmedy and Eberhart, 1995). that studies
behavior of the flock and foraging, Ant Colony
Optimization (He ef al., 2006). that imitates the behavior of
ants and Cuckoo Optimization (Zaw and Mor, 2013) that
mimics the cuckoo behavior. In the work reported by
Tang et ol (2012a) an integration of nature inspired
optimization with K-means for clustering is presented. The
optimization methods include the Wolf (Tang et al.,
2012b), Firefly (Yang, 2010). Cuckoo (Yang and Deb,
2009). Bat (Yang, 2010) and Ant Dorgo such an
integration is proposed to guide the searching for global
optima and speed up the convergence.

The Firefly Algorithm (FA) (Banati and Bajaj, 2013,
Yang, 2010) 1s an algorithm proposed by Xin-Shen Yang
and has the ability to identify global optimal solution. Tt
has two features over other algorithms: automatic
subdivision and ability to deal with multimodality
(Fister et al, 2013). FA has been successfully
implemented to solve optimization problems such as
traffic forecasting (Yusof et al., 2015) economic dispatch
problem (Yang et al., 2012b). The operation of Firefly is
based on two important factors; the light intensity and the
attractiveness between fireflies. The light intensity of a
firefly 1s related with the objective function f{x). The
objective function can be formulated as maximization or
minimization problem. On the other hand, the
attractiveness, P, between fireflies is related with light
intensity and it changes based on the distance between
two fireflies as shown in step 7 where, in this study, B, 1s
set to 1, Y which 1s the light absorption coefficient 1s set
to 1 and 1, represents the euclidean distance. The
movement of firefly in step 6 is based on the position of
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Stepl

Step2:
Step3.:
Stepd':
Stepd:
Stepi;
Step?7:
Steph:
Step9: End For i

Stepl(): End Forj

Forj=1to N
If (li<lj) { Xi = Xi
B = B0 expi-yrij2)

¥

Stepl2: End While

: Generate Initial popudation of firefly randomly xi
(i=1, 2., n),Light Intensity [ at xi is determine by
Objective function fixi).

Define light absorption coefficient 7.

While (t < Max Generation)

Fori=1 to N (N all fireflies)

BEXT-Xi) +aei }

Evaluate new solutions and update light intensity.

Stepl 1: Rank the fireflies and find the current global best

Fig. 1: The steps in Firefly algorithm

the less bright firefly X, and the position of brightest
firefly X, while the random number ¢ in the range (0, 1)
where in this paper, it is set as 0.2. The steps in Firefly
algorithm (Banati and Bajaj, 2013; Yang, 2010) are
presented (Fig. 1).

In (Ru ef al., 2012), the researchers proposed to
investigate the ability of applying Firefly, Cuckoo, Bat and
Wolf algorithms for clustering web intelligence data. In
this study, we propose to integrate Firefly algorithm at
each level tree construction m the Bisect algorithm. Such
an approach 1s undertaken to solve the local optima
problem.

MATERIALS AND METHODS

Proposed integrated Firefly algorithm with Bisect
K-means (BISECT FA): In the proposed Bisect FA, at
each level, the algorithm selects one cluster, C, that
represents the whole dataset and classifies the objects
into two partitions (C1 and C2) by choosing two best
centers and assigning objects to the closest centers
based on Firefly Algorithm (Mohammed et al., 2015) This
process continues until it reaches the stopping condition
which 1s a specific number of clusters. At each step of
object classification, the cluster 13 evaluated using intra
similarity criterion as shown in Eq. 1 where the cluster
with maximum intra similarity is chosen as good cluster
while the cluster that undergoes more classification in
remaining levels has mimmum intra similarity:

2
Interasimilan'ty(C] ) = %: HXL] *Ceng; H W
=
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In FA (Mohammed et af., 2015) initially, the number
of firefly and number of clusters, k are specified. Each
firefly will randomly choose two objects vector to be
represented as initial centroids. Then, objects (ie.
documents) are assigned to the most siumilar (i.e., nearest)
centroid. Evaluation of the clusters 1s later performed
using objective function that is based on Average
Distance between Documents and Center (ADDC)
(He et al., 2006, Cui et al., 2005) as shown m Eq. 2:

2 n11: 1ED(Oi’d1)

F(X')=min} ¥, 2)

B

Where:
k = Number of clusters
n, = Number of objects m cluster j
ED = Euclidean distance between
d = Documents in cluster j and
O, Center of cluster j

The 1nitial light of the firefly is based on ADDC
objective function, where it equals one over ADDC value.
Two fireflies will compete between each other based on
their light brightness, where, the one with a brighter light
will win, hence, forcing the less bright ones to move
towards the winner. This process continues until it
reaches a specific number of iteration. The winner (i.e., the
brightness firefly) will carry information on the two best
clusters. Evaluation on these clusters will be performed
based on the intra similarity objective function using Eq.
1, cluster with the higher similarity is chosen for first level
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of Bisect FA while documents in the lower similarity
cluster will be passed back to FA for another repetition of
the clustering. The pseudo code of the proposed Bisect
FA for text clustering.

RESULTS AND DISCUSSION

In order to evaluate the proposed Bisect FA
algorithm for text clustering, experiments are conducted to
compare the clustering result of proposed Bisect FA
algorithm against the ones produced by Bisect K-means
(Murugesan and Zhang, 2011a, b) K-means (Jain, 2010)
and hybrid firefly algorithm with K-means (C-Firefly) (Rui
et al., 2012). Experiments were undertaken in Matlab on
windows & with a 2000 MHz processor and 4 GB memory.
Each experiment was executed for 10 times and average
values of the performance metrics are calculated.

The dataset utilized i this study is the one that has
been widely utilized in information retrieval and text
mining field which is the 20 newgroups (Bache and
Lichman, 2013). The collection 1s obtained from UCI

machine learning repository and is available at
http:/farchive.ics.uci.edu/ml. The 20 newsgroups dataset
contains 300  documents from 3 different
classes- hardware, baseball and electromic, where each
class includes 100 documents. The number of terms
involve is 2275, Table 1 includes simple description of the
data collection (Fig. 2).

Six performance metrics are used to evaluate the
clustering result namely the ADDC (Murugesan and
Zhang 2011; Cui et al., 2005). Purity, (Forsati et al. (2013),
Murugesan and Zhang, 2011a), F-measure (Forsati ef al,
2013; Murugesan and Zhang, 2011b), Entropy
(Forsati et al., 2013; Murugesan and Zhang, 2011a, b),
Davies-Bouldin Index DBI (Das ef al., 2009) and Dumn
Index DI (Das et al., 2009). A smaller value of ADDC,
Entropy and DBI mdicate good clustermg while
large values are required m purity, F-measure and DI

Table 1: Description of data collection

Total Minno. of  Maxno. of
No. of No. of documents  docurnents No. of
Dataset documents  classes in class in class Terms
20 300 3 100 100 2275
Newsgroups

Bisect FA:

Stepl:
Step2:
Step3:
Stepd:

Step3:

Stepl:

Step2:
Step3:
Stepd:

Step3s:
Stept:
Step7:
Stepi:
Step¥:

Randomly choose two cluster centers.

Cluster using Firefly Algorithm FA.

Fvaluate clusters using Fq. 1.

If not reach number of clusters, choose the cluster that has smallest
intra similarity for further classification

Repeat stepl until reach number of clusters.

Clustering using FA:

Generate initial population of firefly xi (i=1, 2,
randomly chooses 2 cluster centers.

For each Firefly do:

Assign each document to closest center.
Compute the Objective function f{x) which is based on  Eq.2 of ADDC
metric.

End For

Light Intensity, I at xi is determined by fixi).

Define light absorption coefficient, .

While (¢ < Max_iteration)

For i=1 to N (N is the number of fireflies)

... n}where each Firefly,

Step 1) For j=1 to N
Stepl1: If (li<lj)
Step12: Mave firefly i towards j using

fXi=Xi+ B%XG-Xi) +aei}

Step3: Calculate the attractiveness, i, using f = B0 exp(-yrij2)
Step14: Evaluate new solutions using Eq.2 and wpdate light intensity.
Stepl5: Rank the fireflies and find the current global best solution (i.e the

brightest firefly).

Fig. 2: The Pseudo code of proposed Bisect FA for text clustering
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Table 2: Results of bisect FA vs. Bisect K-means vs. K-means vs. C-firefly

Algorithms
Metrics  Bisect FA Bisect K-means K-means C-firefly
ADDC 0.5878 1.2602 0.6764 1.4436
Purity 0.34 0.3693 0.3463 0.3737
F-measure 0.4992 0.4871 0.4957 0.3743
Entropy 1.5744 1.5616 1.5746 1.5741
DBI 0.9541 6.02744 0.6685 14.0912
DIO 9460 0.335 3.8686 0.1397
The best value is highlighted in *bold *
16 7 mBisect FA
@ Bisect K-means
149 gK-means
124 aC-firefly
10 4
8 -
6 4
44
2 4
o =il [T
ADDC Etropy DBI
Fig. 3: A graphical representation of results (ADDC,
Entropy and DBI): Bisect FA vs. Bisect K-means
vs. K-means vs. C-firefly (lower value is the best)
4.5 BBisect FA
| BBisect K-means
41 mK-means
354 BC-Afirefly

F-measure DI

Purity

Fig. 4 A graphical representation of results (Purity,
F-measure and DI): Bisect FA vs. Bisect K-means
vs. K-means vs. C-fiefly (lugher value 1s the best)

Table 2 includes the results of the employed metrics
for Bisect FA, Bisect K-means, K-means and C-Firefly.
From data depicted in Table 2, it is learned that the
proposed Bisect FA generates the best ADDC value
which is 0.5878. Tt also obtains the best value for
F-measure (0.4992) and DBI (0.9541) compared to the ones
by Bisect K-means, K-means and C-firefly. Figure 3 and 4
llustrate the graphical representation of performance
metrics among Bisect FA, Bisect K-means, K-means and
C-firefly.

526

CONCLUSION

This study proposes a hierarchical text clustering
algorithm based on integration between Bisect and firefly
algorithm which 1s called Bisect FA. The ain of using
Firefly algorithm 1s to perform a global search that later
generates optimal clusters. In conducting the experiments,
the performence of the proposed Bisect FA 1s analyzed on
a benchmark dataset in text clustering which 1s the
20 newsgroups. Performance evaluation of the proposed
Bisect FA 1s undertaken by comparing its results against
Bisect K-means, K-means and C-firefly, using three
different types of performance metrics, named as internal
such as ADDC, external such as purity, F-measure and
Entropy and relative metrics such as DBI and DI The
results indicate that Bisect FA is a better algorithm than
Bisect K-means, K-means and C-firefly m terms of ADDC,
F-measure and DBIL Hence, indicating that Bisect FA
algorithm is a competitive method in hierarchical text
clustering.
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