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#### Abstract

An enormous amount of valuable human knowledge is preserved in documents. The rapid growth in the number of machine-readable documents for public or private access requires the use of automatic text classification. Text classification can be defined as assigning or structuring documents into a defined set of classes known in advance. Arabic text classification methods have emerged as a natural result of the existence of a massive amount of varied textual information written in the Arabic language on the web. This study presents a review on the published researches of Arabic text classification using classical data representation, Bag of Words (BoW) and using conceptual data representation based on semantic resources such as Arabic WordNet and Wikipedia.
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## INTRODUCTION

Documentation is the most effective way to clarify thoughts, ideas and expertise which means that documents are the fundamental depositories of knowledge (Khorsheed and Al-Thubaity, 2013). Owing the swift growth of the internet, the number of digital documents is increased which imposes a flexible and efficient methods to access, organize, extract a useful information (Al-Shalabi and Obeidat, 2008) and maximize the benefit of the knowledge that they have (Khorsheed and Al-Thubaity, 2013), such as text classification, text clustering (Al-Shalabi and Obeidat, 2008). Text Classification (TC) can be defined as assigning or structuring documents into a defined set of classes known in advance. Text categorization deal with sorting documents based on their content, while text classification is used to classify documents based on any kind of assignment to classes, by content, author, publisher, or by language (Elhassan and Ahmed, 2015). TC has been utilized for different applications such as documents organization, mail routing, automatic documents indexing, spam filtering, text filtering, news monitoring, word sense disambiguation and hierarchal catalog of web resources (Al-Shalabi and Obeidat, 2008).

The Arabic language is one of the Semitic languages, it is the mother language of almost 300 million people, it is widely spoken language in the world and it is used by about 1 billion Muslims in religious acts such as reciting Holy Quran, prayers. There is a growing interest of the Arabic language to present new techniques for processing this language and evaluates the effectiveness of the current techniques (applied to other languages) with Arabic language (Khorsheed and Al-Thubaity, 2013; Ghareb et al., 2014; Al-Tahrawi and Al-Khatib, 2015 ; Al-Saleem, 2010; Mamoun and Ahmed, 2014; Yousif etal., 2015; Hmeidi etal., 2015; Elberrichi and Abidi, 2012). Most of the researchers have used classical text representation which is called Bag of Word (BoW) in their studies which ignores the semantic relations between words while few researchers have utilized semantic resources such as Arabic WordNet and Wikipedia for Arabic text classification (Yousif et al., 201 5a-c; Elberrichi and Abidi, 2012; Alahmadi et al., 2013).

## ARABIC TEXT CLASSIFICATION USING CLASSICAL DATA REPRESENTATION (BoW)

There are a considerable amount of research studies that have been conducted for Arabic text classification.
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Most of the researchers have been trying to find out the most effective and accurate system by comparing classification algorithms, studying the effect of document preprocessing, feature selection methods and term weighting methods (Al-Khorsheed and Thubaity, 2013).

Dataset: Unlike the case of English, there is no free benchmarking dataset for Arabic text classification so that, most of Arabic text classification researchers have collected their own datasets, mostly from online news sites which are in range from 175 texts divided into five classes (Fodil et al., 2014) to 33 K divided into 33 classes (Sawaf et al., 2001). However, the performance of a classification algorithm may be affected by the quality of the data source (Elhassan and Ahmed, 2015; Abuaiadah et al., 2014; Said et al., 2009).

Preprocessing: Preprocessing is an attempt to improve text classification by removing of worthless information. Most researchers of Arabic text classification took into their account the importance of preprocessing either fully or partially but some research did not such as (Sawaf et al., 2001; Ta'amneh et al., 2014; Thabtah et al., 2008). El-Halees (2007) studied the effect of preprocessing and Part of speech tagging and found that they increased significantly the classification accuracy while Abuaiadah et al. (2014) found that preprocessing slightly improves the performance of classification. Elhassan and Ahmed (2015) investigated the effectiveness of the data preprocessing on a full word in the accuracy of training model and classifier. They used two approaches for data preprocessing: the observation of data set content and stop words estimation technique. Another study by (Al-Molegi et al., 2015) studied the effect of text preprocessing when N -gram was used and found that there was no significant improvement on the overall accuracy. Hmeidi et al. (2015) also investigated the effect of preprocessing on Arabic text classification and concluded that the accuracy varies from one algorithm to another depending on the nature and size of data.

Data division: There is no ideal ratio of training data to testing data so that different ratios have been used for Arabic text classification research ranging from $25 \%$ for training and $75 \%$ for testing up to $80 \%$ for training and 20\% for testing (Al-Tahrawi, 2015; Sawaf et al., 2001; Kanaan et al., 2009). Kanaan et al. (2009) found that as the number of documents available in the training set increases and the number of categories decrease, the precision and recall approach a perfect value of 1 . In (Al-Khorsheed and Thubaity, 2013; Al-Molegi et al.,

2015; Harrag et al., 2009), they studied the effect of training and testing data set size on Arabic text classification and concluded that the best classification accuracy were achieved when the training data size was larger than testing data size while Abuaiadah et al. (2014) found in their study that there was only a marginal improvement on the performance of classification when the size of the training set exceeds 50 documents.

Feature extraction: In feature extraction for Arabic text classification, Most of the researchers concentrated on the simplest of lexical features, the word (Al-Khorsheed and Thubaity, 2013) which was addressed as a feature on three levels: using words in their orthographic form (Al-Khorsheed and Thubaity, 2013; Al-Saleem, 2010; Thabtah et al., 2008; Elhassan and Ahmed, 2015; Ababneh et al., 2014; Al-Diabat, 2012; Al-Hindi and Al-Thwaib, 2013; Al-Salem and Aziz, 2011; Al-Shargabi et al., 2011; Al-Thwaib, 2014; Al-Thwaib and Romimah, 2014; Halees, 2008), word stems in which the suffix and prefix were removed from the orthographic form of the word (Ghareb et al., 201 4, 2015; Kanaan et al., 2009; Harrag et al., 2009; Aly et al., 2013; Bawaneh et al., 2008; Duwairi et al., 2009; Saad and Ashour, 2010) and the word root which is the primary lexical unit of a word (Al-Tahrawi, 2015; Odeh et al., 2015). Some of the researchers used character n-grams which usually convey no meaning. In this method, a certain number of consecutive characters are extracted and considered as features (Al-Shalabi and Obeidat, 2008; Sawaf et al., 2001; Al-Thubaity et al., 2015).

Several studies were investigated the effect of stemming for Arabic text classification (Yousif et al., 2015; Hmeidi et al., 2015; Abuaiadah et al., 2014; Said et al., 2009; Duwairi et al., 2009; Harrag et al., 2011; Hmeidi et al., 2014; Belkebir and Guessoum, 2013; Haralambous et al., 2014; Syiam et al., 2006; Al-Kabi et al., 2013 Azara et al., 2012; Chantar, 2013; Kanan and Fox, 2015; Alhutaish and Omar, 2015; Al-Salem and Aziz, 2011; Kechaou and Kanoun, 2014), all of them agreed on that in general, stemming reduces vector size which improves the time and accuracy of text classification except Al-Kabi et al. (2013) found in their study that stemming had a negative effect on the accuracy of Arabic text classification.

Saad (2010) found that light stemming and term pruning with a threshold of five words had the highest reduction of the number of features. Another study by Chantar (2013) found that light stemming had led to a significant reduction in the number of distinct features and slightly improved the classification accuracy.

The effect of using N -gram as a feature investigated by Al-Shalabi and Obeidat (2008), Al-Molegi et al. (2015), Al-Thubaity et al. (2015), Al-Salem and Aziz (2011) and

Sharef et al. (2014) with contradictory results, Al-Shalabi and Obeidat (2008) found that using N -gram enhanced the accuracy of text classification while Al-Thubaity et al. (2015), Al-Salem and Aziz (2011) and Sharef et al. (2014) they found that the use of single word as a feature was more effective than N -gram for Arabic text classification. In addition, Al-Thubaity, et al. (2015) found that the accuracy decreased when the number of N -grams increased. However, they used different dataset and different classification algorithms. Al-Molegi et al. (2015) found that for Arabic text categorization, it is best to use 3-letters N -gram then 5-letters N -gram and finally 4-letters N -gram but they did not compare with the single word as a feature. Another study by Alhutaish and Omar (2015) compared between single word and trigram as a feature. They found that single word outperformed trigram in all their experiments.

Feature selection: Feature selection aims to improve the classification accuracy and computational efficiency of classification techniques by removing irrelevant and redundant terms (features) from the corpus. It is also used to select features that contain sufficient information. FS has two wider approaches: wrapper and filter. In the wrapper approach, a subset of the features is selected based on the accuracy of the classifiers while, in the filter approach, a subset of features is selected or filtered using feature scoring metric (Chantar, 2013).

The widely used filter ranking methods for Arabic text classification are Chi-squared (CHI) (Al-Khorsheed and Thubaity, 2013; Al-Tahrawi, 2015; Sawaf et al., 2001; Kanaan et al., 2009; Al-Diabat, 2012; Syiam et al., 2006; Zahran and Kanaan, 2009), Term Frequency (TF) (Al-Khorsheed and Thubaity, 2013; Harrag et al., 2009; Al-Thwaib, 2014; Al-Thwaib and Romimah, 2014), Document Frequency (DF) (Al-Khorsheed and Thubaity, 2013; Al-Shalabi and Obeidat, 2008; Ghareb et al., 2014; Al-Thabtah et al., 2008; Zahran and Kanaan, 2009) and information gain (Al-Khorsheed and Thubaity, 2013; Sawaf et al., 2001; Halees, 2008; Al-Hmeidi et al., 2014; Syiam et al., 2006; Zahran and Kanaan, 2009). The word stems or roots were also used as feature selections where words with the same stem or root are considered as one feature and features with higher frequency are used (Al-Khorsheed and Thubaity, 2013; Kanaan et al., 2009; Aly et al., 2013; Bawaneh et al., 2008; Duwairi et al., 2009). Table 1 presents set of comparative studies that studied the effect of filter feature selection methods on Arabic text classification. In the effect of using Singular Value Decomposition SVD as FS Method with ANN was investigated (Harrag et al., 2010; Harrag and ElQawasmah, 2009). They found that SVD enhanced the performance of ANN. Hawashin et al. (2013) proposed an efficient chi-squared based feature selection method. There are few researches have been studied the effect of using wrapper feature selection methods on Arabic text classification, Table 2 presents these researches.

Table 1: Comparative studies of the effect of feature selection methods on Arabic text classification

| References | FS methods used | Classifier | Findings |
| :--- | :--- | :--- | :--- |
| Harrag et al. (2010) | Stemming, light stem, DF, TFIDF, LSI | Back-propagation neural network | DF, TFIDF and LSI techniques <br> are favorable for BPNN |
| Saad et al. (2011) <br> Moh'd Mesleh (2011) | CHI, IG, MI, TFIDF, DF | Dewey based classification | CHI and IG |
| Khorsheed and Al-Thubaity (2013) | TF, DF, CHI, IG, RS, GSS, MI, NGL, | SVM and Fallout FSS metrics work |  |
|  | DI7 FS methods | SVM | best for Arabic TC tasks |

Table 2: Researches that studied the effect of using wrapper feature selection methods on Arabic text classification

| References | FS methods used | Classifier | Findings |
| :---: | :---: | :---: | :---: |
| Mesleh (2008) | Ant Colony Optimization based | SVM | ACO-based outperformed (CHI, GSS, IG, NGL, MI, OR) |
| Zahran and Kanaan (2009) | FS based on Particle Swarm Optimization (PSO) | Radial basis function networks classifier | PSO-based outperformed CHI, DF, TFIDF |
| Chantar (2013) | FS based on binary Particle Swarm Optimization (PSO) combined with KNN, and SVM | SVM, C5.0, NB | Hybrid approach was effective as selection method, $\mathrm{BPSO} / \mathrm{KNN}$ may be favored if BPSO-SVM outperformed BPSO-KNN categories tend to be quite distinct |
| Belkebir and Guessoum (2013) | FS that combined with Bee Swarm Optimization algorithm (BSO) with CHI | SVM, ANN | The proposed hybrid approach has proven its ability to improve accuracy of SVM |

Table 3: Comparative studies of the effect of term weighting on Arabic text classification

| References | FS methods used | Classifier | Findings |
| :---: | :---: | :---: | :---: |
| Saad (2010) | Bool, TF, WC, TFIDF, normalization, TFIDF-norm-minfreq | C4.5, KNN, SVM,NB, NBM, CNB, DMNB | TFIDF-norm-Minfreq |
| Azara et al. (2012) | Bool, TF, TFIDF, IDF | Learning vector quantization | TFIDF |
| Khorsheed and | Bool, TF, TFIDF, RF, | SVM |  |
| Al-Thubaity (2013) | TFC, LTC, ENTROPY |  | LTC |
| Al-Thubaity et al. (2013) | Bool, TFIDF, LTC | NB | LTC |
| Zaghoul and | TFIDF, TFIDF combined with Principal | ANN | TFIDF combined with |
| Al-Dhaheri (2013) | Component Analysis (PCA) |  | PCA ( DF_CF threshold) |
| Al-Thubaity et al. (2015) | Bool, TFIDF, LTC | SVM, KNN, NB | Bool for NB LTC for SVM, KNN |

Table 4: Comparative researches between classification algorithms for Arabic language

| References | Classification algorithms | Findings (suitable one) |
| :---: | :---: | :---: |
| Saad (2010) | C4.5, KNN, SVM, NB, NBM, CNB, DMNB | SVM |
| Harrag et al. (2010) | Multilayer Perceptron (MLP) and the Radial Basis |  |
|  | Function (RBF) classifiers | MLP |
| Al-Saleem (2010) | Associative Classification algorithm (AC), SVM, NB | AC |
| Alwedyan et al. (2011) | Multi-class Classification Based on Association Rule (MCAR), SVM, NB | MCAR |
| Moh'd Mesleh (2011) | SVM, KNN, NB, Rocchio | SVM |
| Al-Shargabi et al. (2011) and Al-Kabi et al. (2013) | SVM, NB, C4.5 | SVM |
| Alsaleem (2011) | NB, SVM | SVM |
| Harrag et al. (2011) | SVM, ANN | ANN |
| Al-Salem and Aziz (2011) | NB, MBNB, MNB | MBNB |
| Al-Radaideh et al. (2011) | Classification Based on Association Rule ordered decision list, majority voting, and weighted rules | Majority voting (multiple rule perdition) was the best one and weighted rules were the worst |
| Al-Diabat (2012) and Thabtah et al. | Four rules based classification techniques (C4.5, PART, One Rule and RIPPER) | One Rule was least suitable one, whereas RIPPER, C4.5 and PART had the similar performance |
| $(2011,2012)$ |  |  |
| Ghareb et al. (2012) | Classification Based on Association Rule: ordered decision list, majority voting | Majority voting (multiple rule perdition) |
| Wahbeh and Al-Kabi (2012) | SVM, NB, C4.5 | NB |
| Khorsheed and Al-Thubaity (2012) | MLPs, SVM, KNN, NB, C4.5 | SVM |
| Al-Thwaib and ${ }^{\text {Al-Romimah (2014) }}$ SVM, KNN |  | SVM |
| Hmeidi et al. (2014) | NB, SVM, KNN, Decision Tree and Decision Table | SVM |
| Haralambous et al. (2014) | MCAR, SVM | MCAR for small feature set and SVM for large feature sets |
| Ababneh et al. (2014) | KNN (Cosine, Dice, and Jaccard coefficient) | Cosine |
| Kechaou and Kanoun (2014) | Hidden Markov Model (HMM), NB, KNN | HMM |
| Al-Thubaity et al. (2015) | SVM, NB, KNN | SVM but NB gave better accuracy for N -grams |
| Elhassan and Ahmed (2015) | SVM, C5.0, NB, KNN | SVM |
| Hmeidi et al. (2015) | KNN, NB, NBM, Bay es net, Random forest, Kstar, DT | Accuracy vary from one algorithm to another depending on the nature and size of data |
| Kanan and Fox (2015) | SVM, NB, Random forest | SVM |
| Alhutaish and <br> Omar (2015) | KNN (Inew, Cosine, Dice, and Jaccard coefficient) | Inew |

Term weighting: Several methods have been used to assign the proper weight to the feature. The most-used weighting methods are, Term Frequency inverse Document Frequency (TFiDF) (Al-Khorsheed and Thubaity, 2013; Al-Shalabi and Obeidat, 2008; Sawaf et al., 2001; Al-Thabtah et al., 2008; Kanaan et al., 2009; Al-Shargabi et al., 2011; Bawaneh et al., 2008; Syiam et al., 2006; Zahran and Kanaan, 2009) and Term Frequency (TF) (Al-Khorsheed and Thubaity, 2013;

Sawaf et al., 2001; Kanaan et al., 2009; Al-Hindi and Al-Thwaib, 2013; Al-Thwaib, 2014; Al-Thwaib and Romimah, 2014; Syiam et al., 2006). Table 3 presents comparative studies that investigated the effect of term weighting methods for Arabic text classification.

Classification algorithm: The state of the art text classification algorithms have been used in Arabic text classification are, Naive Bayes (NB) (Table 4)
(Al-Saleem, 2010), K-NearestNeighbor (KNN) (Al-Shalabi and Obeidat, 2008; Ababneh et al., 2014; Bawaneh et al., 2008; Syiam et al., 2006) and Support Vector Machine (SVM) (Al-Khorsheed and Thubaity, 2013; Mamoun and Ahmed, 2014; Alsaleem, 2011; Halees, 2008; Hmeidi et al., 2014). There are a lot of comparative studies between classification algorithms to find out the most accurate one for the Arabic language Table 4 presents them.

Atlam et al. (2011) presented a new methodology for building a comprehensive Arabic dictionary using linguistic methods to extract relevant compound and single FA terms from domain-specific corpora using Arabic POS. Hattab and Hussein (2012) studied the effect of applying misspelling detection and correction algorithm with NB classifier. Classification of unstructured documents was addressed by Aly et al. (2013). Dawoud (2013) studied the effect of combining several classifiers using different combination methods. Text summarization was used to reduce the dimensionality of document representation by Al-Hindi and Al-Thwaib (2013) and Al-Thwaib (2014). A Compression-based TC (CTC) was investigated by Ta'amneh et al. (2014). They concluded the applicability of using CTC for Arabic TC. Ghareb et al. (2014) proposed an Arabic text classification model based on Associative Classification approach (AC) which integrated noun extraction, feature selection methods and Associative Rule Mining (ARM).

Abu-Errub (2014) proposed a dual-stages Arabic text classification algorithm using TFIDF measurement for categorization stage and chi-square measurement for classification stage. Fodil et al. (2014) proposed two statistical approaches of text classification, Semi-Automatic Categorization Method (SACM) and Automatic Categorization Method (ACM), ended with the superiority of SACM. Sharef et al. (2014) applied Frequency Ratio Accumulation Method FRAM for Arabic text classification. In (Ghareb et al., 2015), a hybrid classification approach was proposed for Arabic text mining which combined the advantages of a statistical classifier and rule-based classifier NB and AC , respectively. Nehar et al. (2015) presented an approach for Arabic text classification and stemming. It is based on using transducer for stemming, rational kernels for calculating the distance between documents and SVM for classification. Al-Tahrawi (2015) found that LR is a competitive Arabic TC algorithm. Furthermore, Al-Tahrawi and Al-Khatib (2015) used Polynomial neural Networks (PNs) as an Arabic TC algorithm.

Multi-label Arabic classification was investigated by Alwedyan et al. (2011), Ahmed et al. (2015) and Ezzat et al. (2012). Ezzat et al. (2012) proposed training-less ontology-based multi-labeling topic
categorization system which classifies large volumes of data when no training data and no classification scheme are available. Ahmed et al. (2015) studied the multi-label text classification problem for Arabic text. They considered different problem transformation methods coupled with different base classifiers and studied the effect of scaling up the dataset. Their study is ended with the superiority of SVM with Label Combination method (LC).

## ARABIC TEXT CLASSIFICATION BASED ON SEMANTIC RESOURCES

There is a trend for studying the effect of utilizing semantic information and relationships between the words with Arabic text classification based on Arabic Word Net (AWN) and Wikipedia (Yousif et al., 2015a-c; Elberrichi and Abidi, 2012; Alahmadi et al., 2014).

Taxonomy was utilized by Zaki et al. $(2010,2014)$ such that in (Zaki et al., 2010), they used it with fuzzy entropy with radial basis function. Zaki et al. (2014), they used a hybrid method of N -grams-TF-DF with radial basis indexing for classification. Saad et al. (2011) semantic approach was presented using synonym merge to preserve features semantic and prevent important terms from being excluded. Zrigui et al. (2012) used topic modeling approach such as Latent Dirichlet Allocation (LDA) to represent documents as random mixtures over latent topics, where each topic is characterized by a distribution over words.

Yousif et al. (2015a-c) and Elberrichi and Abidi (2012) presents, a conceptual representation for Arabic text representation using Arabic WordNet was proposed. They found that semantic dimension is one of most promising ways for Arabic text classification. Alahmadi et al. (2014) used Wikipedia as a knowledge base to solve some of the limitations of the classic BoW representation in Arabic TC. Yousif et al. (2015) proposed two novel features sets that use lexical, semantic and lexico-semantic relations of Arabic WordNet (AWN) ontology with superiority of LoPW.

## CONCLUSION

There are a considerable amount of research studies that have been conducted for Arabic text classification. Most of the researchers have been trying to find out the most effective and accurate system by comparing classification algorithms, studying the effect of document preprocessing, feature selection methods and term weighting methods. However, based on the literature that has been done, it can be concluded:

- The accuracy for the different classification algorithms ranged from $67-98 \%$. The hypothesis is that the dominant factors in accuracy are the characteristics of the different datasets and not the algorithms and in particular, the source of the data and the methodology of selecting the documents. However, the use of a standard dataset would eliminate these factors and enable researchers to make meaningful comparisons between the performances of the different algorithms (Hmeidi et al., 2015; Abuaiadah et al., 2014; Said et al., 2009; Elhassan and Ahmed, 2015)
- Preprocessing has a positive effect on Arabic text classification (Al-Khorsheed and Thubaity, 2013; Elhassan and Ahmed, 2015; Yousif et al., 2015; Elhassan and Ahmed, 2015)
- Stemming might have different effects on different TC (Abuaiadah et al., 2014; Harrag et al., 2011) most of the researchers agreed that light stemming is the most suitable one for the Arabic language
- Although, many feature selection methods exist in text categorization, it is hard to state one is generally superior to others since, the success of the methods depends on various variables. It is more likely that combining different feature selection methods obtains more effective performance in text categorization (Adel et al., 2014)
- It is difficult to compare the effectiveness of Arabic text classification approaches for various reasons. The first reason is that each author used different corpora. The second reason is that even those who have used the same corpus did not use the same documents for learning and testing their classifiers. The last reason is that each author used different evaluation measures: precision, recall and F-measure
- Semantic dimension is one of most promising ways for Arabic text classification (Yousif et al., $2015 \mathrm{a}-\mathrm{c}$; Elberrichi and Abidi, 2012; Alahmadi et al., 2014)
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