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Abstract: Indoor navigation system is the one of interesting application among the researchers in an indoor
environment due to the meter-level accuracy requirement in complex structure. This research proposed an
improvement of the indoor navigation system based on fingerprinting technicue by using K-Means (KM)
clustering algorithm. The unknown positions are estimated by using Least Square (L 3) and K-Nearest Neighbor
(KNN) algorithms. The experimental results show the performance comparison between no-clustering case and
KM-clustering case. Fmally, we found that the KM clustering algorithm can be inproved the accuracy of mndoor

navigation system both .S and KNN algorithm.
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INTRODUCTION

Over the last few years, the indoor Location-Based
Service (LBS) has been extensively applied in many
applications namely in guided tours of museums; mndoor
robotics tracking; store navigation; emergency services;
and so on (He and Chan, 2016; Pahlavan et al., 2015).
Navigation system is the one of interesting application
among the researchers in an indoor environment due to
the meter-level accuracy requirement in complex structure
(Montanes et al., 2013).

For estimate the position, the wide variety of signal
parameters are considered depend on the accuracy
requirement and the limitation of the transmitter or
recelver devices. Commonly, the measurement of signal
parameters are based on Angle of Arrival (AOA), Time of
Arrival (TOA), Time Difference of Armrival (TDOA) and
Received Signal Strength (RSS) (Yang and Shao, 2015;
Dardariet al., 2015). Triangulation techmque 1s based on
angle of the received signal. Tt requires antenna arrays in
order to AOA estimation (Elsamnty ef af., 2016
Malajner et al., 2015; Chuang et al., 2015; Liu and Cui,
2015). Besides, TDOA 1s proposed to find the unknown
positions by using hyperbolas technique (Jafari et al.,
2015). For TDOA estimation, it requires the
synchronization clock on all Access Points (APs)
(Makla et af., 2016). In addition, trilateration technique 1s
the one of most popular technique. This technique
required at least three APs to find the unknown position
by using the intersection line between the circles

(Yang and L, 2010). It can be used TOA or RSS to
estimate the positions by calculate distances from
considered signal parameter. Like TDOA, TOA estimation
also needs synchronization clock to get precision timing.
RSS is quite fascinating in practically transceivers for
indoor navigation system. Although, RSS estimation does
not require specialized hardware (Huang and Manh, 2016;
Pagano et al., 2015, Wang et al., 2015; Talvitie et al,
2015) but 1t 1s affected from the shadowing, mterference
and multipath fading. Fortunately, fingerprinting
technique can be solved the mdoor environmental
effects (Mao et al., 2016).

The fingerprinting technique is approached in many
literatures (Zhuang ef al., 2016, Shu et al., 2016, Liet al.,
2016; Kim et al., 2016). The main concept 1s to collect the
considered signal parameter at reference positions in the
interesting area and keep them to the database. Then, the
unknown position can be estimated by using the
matching algorithm in real-time process. This techmque
does not require the multiple APs which can reduce the
cost significantly compared with the triangulation,
hyperbolas  and trilatelation techniques. Several
algorithms have been presented for estimate the urknown
position in real-time process. K-Nearest Neighbor (KINN)
15 the one of attractive algorithm because it 13 easy
computation (Mao et al., 2016; Hossain et al., 2013). KNN
considers all nearest K positions to calculate the
unknown position. However, the value of K must be
found in traming process m order to more accurate
estimation.
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Clustering algorithm is the method to group the
similar data into the same cluster (Lam et al, 2015,
Tsai ef al, 2014). It can be used in many fields such as
image processing, data mining, pattern recognition,
machine learming, and so on. K-Means (KM) is the one
basic algorithm because it is simplicity and low complexity
in computation process (Alsheikh ef al., 2014). The data
are grouped by considered the Euclidean distance
between the centroid of each cluster and considered data.

This research proposed an improvement of the
indoor navigation system based on fingerprinting
techmque by using K-Means clustering algorithm. The
experimental test bed area can be covered 334.5 m’. The
RSS values are collected by using Samsung Galaxy 53
smart phone. The ZyXel P-660HN-T1A Access Points
(APs) at the frequency of 2.4 GHz are used as the
transmitters. The unknown positions are estimated by
using Least Square (I.S) and K-Nearest Neighbor (KINN)
algorithms. The show the
performance comparison between no-clustering case and
KM-clustering case. Moreover, the multiple APs are

experimental results

considered in KM-clustering case.
MATERIALS AND METHODS

Fingerprinting technique with k-means clustering: The
fingerprinting techmque can be divided inte two
processes: a training process that the RSS values at the
reference positions are surveyed. Then, the similarly RSS
values have been grouped by using KM. After that, the
RSS samples are generated and collected them into the
database. For real-time process, the positions are
estimated by using the matching algorithm such as LS and
KNN algorithm.

For training process, the RSS values are collected at
the reference positions with t sample times. The average
of RSS values (RSS, ) from access point (i) at reference

positions (j)can be calculated by:

1 (1)
RSS, | :;ERsshj(a)

After that, all RSS, | are stored into the database (FP)
which can be represented by:

RSS,, RSS,, RSS,,,
. RS:SLZ Rs:sz,2 Rs:q,m,2 2
RSS,, RSS,, RSS,,

Where:
m = The number of access point
n = The number of reference positions

The KM clustering algorithm is used to group
the RSS;; inthe database. First, the number of cluster k is
considered and initialed the centroid of each cluster (C,)
for represents the cluster group. Then, the Euclidean
distance between the RSS values (RSS, ;) and the centroid
of each cluster can be calculated by:

d, =|RsS,, —c,|| (3)

where, b =1, 2, ..., k. The cluster 1s considered from the
mimmum FEuclidean distance (d,;) which can be
represented by:

¢, =argmind , (4

Then, the new centroid of each cluster can be
calculated by considered the average value m each
cluster:
= Y RSS, (5)

1
Cb,new |C
3

zEC,

After that, the K-Means clustering objective function
value 1s given by:

— ©

%)

1=l zegy,

The process is repeated again from Eq. 3-6 until each
cluster 1s no change:

KM, —-KM, |<e (7

The final centroid of each cluster 1s denoted as flag
(£). Then, the equation information i the database
can be represent by:

RSS,, RSS,, RSS,, f
pp_ [RS8 RSS, RSS,, f:2 ®
RSS,, RSS,, -~ RSS_, f,

For real-time process, the R3S value 13 collected
from unknown position (RSS,) and sent it to the server.
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The cluster of unknown position can be found by
considered closest centroid of cluster which can be
represented by:

d, =[RSS, —¢,| ©)

After that, the position 1s estimated by using the
matching algorithm. For LS algorithm, the unknown
position is derived from the position that has minimum
difference between its RSS value and the RSS mnformation
in the database. The difference of fingerprint (d;) can be
calculated by:

d,() = | (RSS, (F,)- RSS,, ¥ (10)

For LS algorithm, the estimated position (x., v.) 18
considered as the position with minimum difference of
fingerprint and can be written as:

(x,.y.)=argmind.(j) (11)

For KNN algorithm, the set of k reference positions

(x, y) are
difference of fingerprint. Then, the unknown position

selected according to the minimum

can be estimated by:
1y 12
(XE>Ye):EE(X1DYi) ( )
i

Experimental setup: The experiments are conducted at the
3rd floor, E-Building, Faculty of Engineering, King
Monglkut’s Institute of Technology Ladkrabang. The test
bed area is covered 334.5 m’. The obstacle object is the
non-measurable zone with covered area is 4.84 m*. The
RSS values are collected by using Samsung Galaxy S3
smart phone. The five ZyXel P-660HN-T1A Access Poimts
(APs) are used as the transmitters. There are operated at
the frequency of 2.4 GHz based on the iEEES02.11b/g
standard. The RSS samples from 5 APs are collected with
10 sample times over 1,289 reference positions. The layout
of the test bed area and the experimental setup.

RESULTS AND DISCUSSION

This study provides the experimental results (Fig. 1).
For building the fingerprints, the average of RSS values of
each AP with 0.5 m space are collected. The fingerprints
were built from RSS values of AP1-APS5 can be shown in
Fig. 2-6, respectively.

Table 1: The summary of all fingerprints information

Access RSS values Max. RSS No. of covered
point (dBm) value position (x,y)  positions (points)
AP1 -48.60 to -97 (4,41) 1,172

AP2 -44.80 to -98 (9.5,48) 1,219

AP3 -51.20 to -95 (13,36) 1,288

AP4 -42.40 to -99 (14.5,28) 1,253

APS -44.40 to -99 (14.5,3) 024

The considered fingerprints will be used in training
process. Table 1 shows the summary of all fingerprints
information. To investigate 1.S and KNN algorithm, the
AP4 fingerprints are selected to be the information in the
database. The RSS values are between -42.40 to -99 dBm.
The maximum RSS value is obtained at the position
(14.5, 28). The AP4 can be covered 1,253 positions.

However, the fingerprinting technique can be used
many information to improve the accuracy of indoor
navigation. The rest of the results are shown the accuracy
of fingerprinting techmque using KM clustering algorithm
with multiple APs.

Accuracy of LS algorithm: The unknown positions are
estimated by using Eq. 12. The histogram of distance
errors of no-clustering case can be shown in Fig. 7.
The 1 m accuracy is 41 positions with 3.27%. Figure 8
histogram of distance errors of KM
clustering case. The 1 m accuracy 15 47 positions with
3.75%. Figure 9 shows the Cumulative Distribution
Function (CDF) of distance errors of LS algorithm. For
no-clustering case, the average distance error 1s 12.73 m.
While, the average distance error of KM clustering case
15 9.81 m.

shows the

Accuracy of KNN algorithm: The unknown positions are
estimated by using Eq. 3. The lughest accuracy are found
i k = 2. Then, the histogram of distance errors of
no-clustering case 1s shown m Fig. 10. The 1 m accuracy
15 33 positions with 2.63%. From Fig. 11, the listogram of
distance errors of KM-clustering case 1s shown The
highest accuracy are found in k = 5. The 1 m accuracy is
33 positions with 2.63%. After that, the CDF of distance
errors of KNN algorithm is shown in Fig. 12. For
no-clustering case, the average distance error is 12.48 m.
While, the average distance error of KM-clustering case
18 9.76 m.

Accuracy of fingerprinting technique wusing KM
clustering algorithm with multiple APs: For
fingerprinting technique, many information can be used
for building the fingerprints that can be improved the
accuracy of indoor navigation. The accuracy of
KM-clustering case using 2 APs to 5 APs can be shown
in Fig. 13-16, respectively.
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Fig. 1: The layout of the test bed area and the experimental setup
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Fig. 2: The fingerprints built from RSS values of AP1
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Fig. 3: The fingerprints built from RSS values of AP2
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Fig. 4: The fingerprints built from RSS values of AP3

Table 2 shows the summary of fingerprinting
technique using KM clustering algonthim with multiple
Aps. For example, 5 Aps case, the fingerprints are
built from RSS values of API1-AP5. Figure 18
shows the histogram of distance emors of KM
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Fig. 5: The fingerprints built from RSS values of AP4
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Fig. 6: The fingerprints built from RSS values of APS
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Fig. 7. The accuracy of LS algorithm with no-clustering
case

clustering case using 5 Aps. The 1 m accuracy is
973 positions with 75.48%. While the average distance
error 1s 1.04m.
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Fig. 8 The accuracy of LS algorithm with KM-clustering
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Fig. 11: The accuracy of KNN algontlm for no-clustering
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Fig. 12: The CDF of distance errors of KNN algorithm
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Fig. 13: The accuracy of KM-clustering case using 2 APs
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Fig. 14: The accuracy of KM-clustering case using 3 APs
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Fig. 15: The accuracy of KM-clustering case using 4 APs
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Fig. 16: The accuracy of KM-clustering case using 5 APs

Table 2: The summary of all fingerprints information

1m 1m Average

No. of The selected Aps for accuracy accuracy  distance
APs build the fingerprints (positions) (%) error (im)
2 AP2, AP4 324 2514 3.57

3 AP2, AP4, APS 573 4445 2.43

4 AP1, AP2, AP4, APS 830 64.39 1.45

5 API, AP2, AP3, AP4, 073 7548 1.04

APS
CONCLUSION

In this research, we proposed an mmprovement of the
indoor navigation system based on fingerprinting
technique by using K-Means clustering algorithm. The
unknown positions are estimated based on measurement
data by using Least Square (LS) and K-Nearest Neighbor
(KNN) algorithms. From the experimental results, the
accuracy of fingerprinting technique can be improved by
using KM clustering algorithm both LS and KNN cases.
Moreover, the accuracy of fingerprinting technique using
KM clustering algorithm with multiple APs 1s closest the
requirement of indoor navigation system. This meant that
this work can be used and applied in many indoor

navigation systems with no specialized hardware
requirement practically.
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