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Abstract: Bioinformatics is an important area in which computing techniques can be applied for efficient data
analysis and for mimng meaning ful patterns. The orgamzation, analysis and mterpretation of data are the major
challenges faced by biologists when dealing with large amount of heterogeneous and complex data.
Unsupervised learning techniques are widely used for data reduction and pattern extraction for in-depth
analysis and knowledge discovery. Graph clustering is a more suitable approach, since, the interactions of the
biological components can be effectively demonstrated by networks. The complexity of the graphs can be
reduced by extracting highly sigmificant edges instead of focusing on all edges that represents the association
between data objects. This study compares and evaluates the significance of different Minimum Spanning Tree
algorithms (MST) as a preprocessing step for community detections in biological data. Multiple algorithms were
reviewed and compared and the process performance is compared with benchmark community detection

algorithms.
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INTRODUCTION

Due to advancement of technology, large volumes of
biological data are generated and it 1s available n
various sources. These terra bytes of mformation have to
be managed efficiently to make it useful. Biological
data is also considered as highly complex due its
heterogeneous nature. It includes information from
different knowledge sources namely molecular and cell
biology, genetics, structural biology, pharmacology,
physiology, etc. Hach of these domains has its own
entity types, terminology and data needs. In addition,
even though the results generated by the experimental
procedure are related they are not identical. Several new
dimensions are being given to biclogical data types by
new analytical procedures and scientific advancements.
So, the range of types of data varies from sequences to
3-dim structures, images, graph structures, data table,
semi structured and unstructured text. Major information
15 easily available in public reference data bases,
specialized private data sources and study of scientific
research.

In order to retrieve efficient patterns from these
biological data sources, clustering techmques are more
appropriate and relevant (Ablishek, 2006). Process of
clustering means the organization of data objects to a

number of groups whose group members are similar in
some way. Thus, clustering is a group of “similar” objects
within a group and “dissimilar” from other cluster’s
objects (Jain, 2010; Tzanis ef al., 2005, Ashok and Judy,
2015; L1 and Zhu, 2013; Hruz et al., 2013). The problem of
can be defined as: given a matrix d as input of order m=n
where m is the count of genes and n is the sample
count, algorithm of clustering processes the input and
make a group of similar genes as a collection based
on the smilarity measures. Output will be a cluster set
¢ = {ci, 1 <I<k} where k 1s the cluster’s count and ¢i’s are
the clusters, 1.e., collection of genes.

Graph clustering techmiques are widely used for
biological data analysis for extracting meaningful patterns
from large amount of heterogeneous information. Various
graph clustering algorithms based on fundamental graph
theories and algorithms have been emerging recently.
These strategies have been providing efficient means to
process and analyse complex and large quantities of
information (Ashok and Judy, 2015, 2016, Sonumol ef af.,
2015; Speer et al., 2004; Schaefter, 2007). The complexity
of the graphs can be reduced by integrating a
pre-processing step to capture the most significant
wnformation from the graph. This can be efficiently
achieved by extracting a graph’s minimum spanning tree.
It’s based on the principle that a removal of edges
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Fig. 1: MST process flow

into n distinct groups. In addition, the overhead of
calculations based on graph and the complexities of
dependencies related to geometrical shapes of the
clusters can be avoided with the MST representation and
it is one of the easiest and best-analysed optimization
problems. Utilizing the minimum spanning tree has various
advantages. It 13 effective and easy to compute and it
directly catches similarity by amplifying the aggregated
weight of the subsequent minimum spanning tree of the
graph. If the edge weights in a graph denocte distance
measure, then the aggregate of the subsequent minimum
spanning tree graph weight should be minimized.
Moreover, cufting the minimum spanning tree edges
partitions the graph into components based on the
similarity or the distance measures used.

Given an undirected, connected graph of m weighted
edges in which an o(m)-time depth-first search is used to
find an arbitrary spanning tree, i.e., a tree which connects
all vertices of g and uses only edges of g. The flow chart
given in Fig. 1 illustrates the process flow of minimum
spanning tree. First step in the process is to 7 collect
relevant information from the available knowledge
sources. Then the useful features will be extracted based
on the significance of the problem under study and a tree
will be constructed. This tree will be partitioned and only
the representative feature will be selected. All the
redundant features will be eliminated after evaluation in
each iteration. The features finally extracted will reflect the
required pattern of the particular biological area. Figure 1
represents the flow chart of MST process.

Literature review: In order to process the highly complex
multi-dimensional data originated from microarrays,
effective and efficient data algorithms are needed. When
the information related to the connection among
biological molecules is not available clustering huge
biological data becomes a major challenge. A heuristic
algorithm based on minimum spanning tree, B-MST is
proposed by Pirim et al. (2015) to cluster gene expression
data provided by an innovative objective function: the
Tightness and Separation Index (TSI). The algorithm
makes use of an objective function, TSI as a new tool to
evaluate tightness and distinction concurrently, while
taking into consideration the transitive distances on a
binary graph to originate biologically worthy clusters
(Pirim et al., 2015). Elsayad developed an enhancement of
CLUMP algorithm known as iCLUMP (improved
Clustering algorithm through MST in Parallel) by malking

use of the data structure called cover tree. The result of
execution showed that 1CLUMP 1s more efficient than
CLUMP in terms of complexity and runtime. Minimum
spanning tree is also used for image segmentation in a
study conducted by Chaudhari and Shah (2011). It 5 a
critical and prominent area in image analysis and in the
field of machine vision. In this study, minimum spanning
tree based clustering approach for unsupervised object
based segmentation is applied in the area of tumour.
Prim’s algorithm is applied for the segmentation of image.
It was observed that the algorithm research faster when
compared to standard algorithm.

Olman et ol (2009) developed a parallel clustering
algorithm for pattern recognition and the performance was
evaluated on a graph representation of the data. The
algorithm identified clusters by finding of densely
intra-connected sub graphs. The result indicated that the
program was able to handle multi dimensional datasets
more accurately (Olman et al, 2009). Several data
management challenges of complex biological data are
being reviewed by Topaloglou ef al. (2004). An OpenMP
algorithm is proposed by Chapman and Kalyanaraman
(2011) for clustering biological graphs by making use of
adjacency lists, hash tables and union find data structures
in parallel.

MATERIALS AND METHODS

Comparative analysis of Minimum Spanning Tree
(MST) algorithms: In this study, different prominently
used algorithms for finding minimum spanning tree
namely Boruvka’s algorithm, Prim’s algorithm, Kruskal’s
algorithm, Reverse-delete algorithm and Linear-time
randomized algorithm are compared and evaluated.

Boruvka’s algorithm: Boruvka’s algorithm 1s a greedy
algorithm used to find a minimum spanning tree of a graph
where all the weights of edges are different. It will first
check every vertex and include the cheapest edge from
that vertex to another in the graph. Tt will not consider the
already mncluded edges and will continue combining these
clusters in a like pattern until a tree that is spanning all
vertices is created. The Boruvka’s algorithm worlks in the
following manner:

¢ TInput a connected, weighted graph

*  All vertices needed to be imtialized as mdividual
component

s At first, initialize the MST as empty

»  While there 1s more than one component, find the
closest weight edge component to any other
component and add it to the MST for each
component

+ At last the MST will be returned
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Table 1: Application of minimum spanning tree algorithms in biological data analy sis

Algorithms Applications

BRoruvkass

Study of genomic alterations in the area of cancer research

Progression reconstruction from unsynchronized biological data

Analysis of genetic data for generating patterns for disease prediction

Creation of fast-shared memory algorithms that calculates the minimum spanning forest of sparse graphs
Generating a cellular hierarchy from high-dimensional cytometry data by making use of SPADE

Prim’s

Construction of polygenetic trees from networks Tomas

Domain identification by clustering sequence alignments
Analysis of genetic data for generating patterns for disease prediction

Microarray’s data analysis

Torelate evolutionary trees recreated from gene frequencies in blood groups

Kruskal’s

Analysis of genetic data for generating patterns for disease prediction.
Microarray’s data analysis

Filtering of biological networks

Prim’s algorithm: Prim’s algorithm is a greedy algorithm
to find a mmmimum spanning tree. This algorithm will
generate an edge subset that creates a tree which
contains all vertices where edge weight’s total 1s
minimized. It will start from an arbitrary vertex and then
continues by generating the tree with one at a time. Tt will
add the cheapest connection among the tree and another
vertex. The steps to be followed are as follows:

*  Imtially the MST will be empty

*  There will be 2 sets of vertices. The vertices which
are already included in the MST will be in the
first set

¢ All other vertices will be in the other set. In each
step, both of the sets will be considered and the
minimum weighted edge will be picked and added to
the MST

Kruskal’s algorithm: Kruskal’s algorithm is a greedy
algorithm that search out a possible lowest weight edge
that connects any two trees m the forest. It search out a
minmum spanmng tree by mcluding arcs of ncreasing
cost at each step, meaning that it search out an edge
subset that generates a tree which contains all vertex
where all of the edge weights in total of the tree is at the
minimum. If it is a disconnected graph, then it searches
out a mimmum spanning forest. This algorithm follows a
number of steps to execute:

¢ Ttwill first sort all the edges in non-decreasing order

¢  Then the smallest edge will be picked up ensuring
that there is no cycle is formed

*  Repeat the above steps for v-1 edges

Reverse-delete algorithm: The reverse-delete algorithm 1s
a graph algorithm that retrieves a minimum spanning tree
of a graph that is connected with weights assigned to the
edges. Tt is the reverse process of Kruskal’s algorithm
where the algorithm at first starts with the original graph
and deletes edges from it. The main objective 1s to delete
edge until the deletion does not lead to disconnection of
graph. Reverse delete algorithm has less execution time
among all algorithms.

Table 2: Comparison of different MST algorithms

Algorithms  Advantages

Borvka's Rimple and efficient; oldest MST algorithm

Union-find data structure permits fast implementation
Running time is conservative upper bound of O(E logV) It
is easily parallelized since the selection of cheapest outgoing
edge for each node is independent of the selection made by
other nodes

Used in faster randomized algorithims that executes in linear
time O(E)

Simple and efficient; oldest MST algorithm

Union-find data structure permits fast implementation
Running time is conservative upper bound of O(E logV)

Tt is easity parallelized since the selection of cheapest
oltgoing edge for each node is independent of the selection
made by other nodes

Used in faster randomized algorithms that executes in linear
time O(E)

Works for cormected and weighted graphs

Performs better for sparse graphs since it uses simpler data
structures

Solutions are built from the cheapest edge and then selecting
next cheapest edge without forming a cycle

Provides better performance if the edges are sorted in linear
time

Kruskal (soit)-cost dominates (E logF)

Kruskal (partial sort)-cost depends on longest edge
(E+X logV)

Prim’s

Kruskal’s

Linear-time randomized algorithm: Tt is a randomized
algorithm to compute a weighted graph’s minimum
sparmung  forest that has no isolated vertices. This
algorithm depends on methodology which is a
combination of Boruvka’s algorithm and an algorithm
for analyzing a minimum spanning tree in linear time.
Table 1 and 2 represent the summary of various biological
applications of MST algorithms (Xu ef al., 2001; Hepsiba,
2014; Qiu et al., 2011a, b; Johnson and Metaxas, 1992;
Katajainen and Nevalainen, 1983, Xu et al, 2001,
Wang et al., 2013; Sreeja and Krishnakumar, 2017) and
Table 2 compares each algorithm with respect to different
parameters.

RESULTS AND DICUSSION

The three main algorithms namely Prim’s, Boruvka’s
and Kruskal’s algorithm were analyzed using vyeast
dataset taken from UCI repository a research data
repository for machine learmng and intelligent systems.
We have extracted a total of 503 data instances with
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Table 3: Comparison of different MST algorithms on yeast dataset

Algorithms Number of stages needed Time needed to find the MST Optimum weight (Sum of weights of the arcs)
Prim 502 22.15 29.72425
Kruskal 100469 39.10 29.72425
Boruvka 1 97.57 29.72425

Table 4: Performance comparison using modularity measure. Evaluation done using significant path identification with MST and without MST using different

benchmark community detection algorithms

Cormrmunity detection with MST

Cormrmunity detection algorithim Prim Kruskal Borvka Community detection without MST
Fast greedy 0.011165% 0.7193676 0.7193676 0.011165%6
Leading Eigenvector 0.00019832 0.7595891 0.6905128 0.00019832
Walktrap 0.05954813 0.6207346 0.7034671 0.05954813

3 classes for study. Hach instance is explained by
9 attributes. The analysis was done using R programming
language. Table 3 represents the comparison of three
algorithms for the yeast data with respect to number of
stages, time taken for execution and total sum of the
weights of the arcs. The generated MST based on each
algorithm is then given as input for community detection
using three algorithms and the performance 1s compared
using modularity value.

The MSTs generated are then given as input for
cluster using  standard  benchmark
algorithms like fast greedy, leading eigen vector and

identification

walktrap. The performance of the clustering results 1s
evaluated using modularity value. Table 4 shows the
performance comparison of clustering results with
significant path identification using MST and without
identifying the sigmficant paths using MST. The results
clearly show that the performance is better for
communities derived using MST than using the fully
connected graphs. Better performance 1s achieved for
communities derived using leading eigenvector algorithm
and using Prim’s MST.

CONCLUSION

The exponent increase in the rate of data and the
multifaceted nature and abundance of the data content is
a major challenge n mimng meaningful pattems and
extracting valuable mputs for better decision making.
Graph-based clustering techniques are extremely useful
because many real world problems have a natural graph
representation. Characteristic properties of graph models
such as patterns of associations can influence the ludden
framework’s behavior and function. Digging for such
patterns can provide insights into the root cause of the
diseases. Such experiences can empower us to form better
diagnosis and effective treatment plans. Minimum
Spanning Tree (MST) algorithms are more efficient for
producing the optimum cost tree of the dataset. Moreover
identification of MSTs reduces the complexity of data

representation and analysis. Community detection after
complexity reduction increases the performance of the
outputs  with respect to

clustered modularity

IMeasurcs.
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