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Abstract: As modemn society be increasingly personalized, the trend of media market. We propose a system
consisting of a commercially available mobile camera (on an “ Android’ mobile OS), a servomotor for rotating
the smartphone camera to the right or left, a micro-controller (* Arduine’) for controlling the motor and a wireless
Bluetcoth ear set for audio mput. We propose a system consisting of a commercially available mobile
camera (on an ‘Android” mobile OS), a servomotor for rotating the smartphone camera to the right or left, a
micro-controller (‘ Arduino™) for controlling the motor and a wireless Bluetooth ear set for audio mput. This
study proposes an unmanned recording system in mobile phone using image processing technologies in order
to detect and track an object without a person that monitors the object and controls the camera. The automatic
tracking object system 1s designed by the process of detecting and tracking the face of an object. As for
automatic tracking object, “Arduino’, a kind of micro-controller is used. The system this study proposes has
much better performances and efficiencies than the existing unmanned recording system using infrared signals
by hardware-intensive-technologies.
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INTRODUCTION

Tt trns out that a camera for making video by mobile
phone and digital camera is being popularized. In
particular, fields of camera for surveillance and lecture as
camera application have been much widely used. This
study designs the unmanned recording system through
video-based tracking object that applying to camera
for surveillance and lecture. Although, the system of
video-based tracking object 1s very complicated owing to
the software-intensive-technologies that include face
detection, CAM-shift and FFMPEG in a field of image
processing, it has much better performances and
efficiencies than the existing unmanned recording
system using infrared signals by hardware-intensive-
technologies. In addition as individual internet media
such as “Youtube™ and “Social Network Service (SNS)”
grows up, the necessity of self-video recording is also, on
the increase. While individual self-image technologies
such as “selfie stick” is being popularized because of
many researches individual self-video recording
technologies still has not been developed.

Therefore, this study proposes an unmanned
recording system in mobile phone using image processing
technologies in order to detect and track an object
without a person that monitors the object and controls the
camera. The automatic tracking object system is designed

by the process of detecting and tracking the face of an
object. As for automatic tracking object, *Arduine’, a kind
of micro-controller is used. Moreover, it can not only help
track object in camera frame but also, on the point of
getting out of the camera frame it can be used for real-time
tracking object with a rotating equipment in motor
(Yasukawa et al., 2016).

Related works of object tracking

Unmanned recording system: ‘Swiv]’, an unmanned
recording system for lectures that uses infrared signals is
shown in Fig. 1 (He et al, 2015). Swivl is a piece of
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Fig. 1: Unmanned recording system for lecture, “Swivl’
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equipment that is used to easily capture and share video
using a tablet or smartphone. It 13 one of the primary
examples of unmanned recording systems for lectures.
The system has the benefit of being extremely stable for
detecting and tracking an object. However, the system is
expensive owing to the high costs of producing the
equipment. These high costs arise from the fact that
designing and producing equipment that uses infrared
signals requires hardware-mtensive technologies.

In addition, there is the ‘PTZ camera’, an unmanned
recording system for surveillance which includes an
automatic object-tracking function that is used to
maintain security in a company, avold latent dangers in
public facilittes or track the boundary of an arm
(Raimondo et al, 2010, Zhang et al., 2016). The PTZ
camera, one of the primary examples of an unmanned
recording system for surveillance is shown in Fig. 2. The
PTZ camera consists of a fixed camera that 1s attached to
a ceiling or wall. Although, such placement can bring
stability to the object-tracking function, it can also, cause
blind spots. Moreover, the camera operates using infrared
signals, its costs for detecting and tracking an object are
mcreased and the price of the product may be
extremely expensive.

Original frame

(ViBe& ACCA)

Background subtraction

Image addition
w

=% =8

Object tracking research: There are four major
approaches to tracking a moving object: 3D Model-based
tracking area-based tracking, active contour-based
tracking and feature-based tracking.

Figure 3 shows a schematic diagram of 3D

Model-based image-processing strategies. The 3D

Fig. 2: Unmarmned recording system for surveillance, ‘PTZ
camera’ (Model: BOODPSBVI1G)
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Fig. 3: Schematic diagram of the image-processing strategies
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Fig. 4: The measurement algorithm: a) Observation
obtained by segmentation (grey region) and
prediction (solid line);, b) Convex hull of the
observation; ¢) Matching of polygons and d)
Effective measurement: vertices of the grey region

are expected to provide more insight into a situation than
2D Models which helps analysts understand the content
of captured images (Mastruko, 2009). In additior, a 3D
reconstruction could be useful for the visualization of
events as can be seen in the forensic casex s described by
Neis et al. (2000), Subke ef al. (2002) and Thali et al.
(2000). A negative thing of this approach is that the
procedure described below is still extremely labor
intensive and time consuming.

Figure 4 describes the measurement algorithm of
regilon-based tracking (Wang et al., 2015). The primary
example is the background subtraction method by
Dovle et al. (2014). A negative thung of tlus method
is its vulnerability to rapidly changing background
unages.

Thirdly, in (active contour-based tracking), a part
of process of contour-based tracking in active
contour-based tracking, a part of the contour-based
tracking process 1s shown in Fig. 5 (Ym ef al., 2012). This
pleture shows contouwr pomts using contour-based
tracking process independently, hence, contour
deformation forms a high-dimensional deformation space.
As a result, the applicaton of particle filterng 1s
expensive.

Finally, the target search and feature updating
process in feature-based tracking is described in Fig. 6.
However, there are still several improvements to be made:
an online discriminative algorithm that formulates visual
tracking as a classification problem can be added to
effectively separate the target from the background,
sinilarly to the concept described by Kalal er af. (2012},
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Fig. 5: Convert contour model CTS to CTM

the proposed algorithm can be extended to track multiple
objects n video sequences and in the case of static
scenarios, a background subtraction algorithm such as
the mixture Gaussian background model (Kalal et ai.,

2012) can be added to umprove the tracking
capabilities.

Because each method has positive things and
negative things, the negative things must be

appropriately offset. Thus, this study proposes a system
that harnesses the positive things of each of the three
major methods without suffering the associated negative
things these methods are area-based tracking, active
contour-based tracking and feature-based tracking.
Face-detection methods have been applied to detect an
object and the CAM-shift method has then been applied
to track the object. This approach can maximize the
positive things and minimize the negative things of these
methods.

The related works of face detection: There are four
general approaches to face detection The first 5 a
method for face detection from a controlled background
image that uses a plain solid-color image or fixed
background image that was defined in advance. The
second method performs face detection using face color.
This method 1s a dominant method in real-time and limited
environments because it uses the classic colors of faces
to find a face area. The third method is face detection by
motion. This method simply calculates a moving face area
using real-time video. However, a problem occurs when
another object is moving in the background The last
method performs face detection from an unlimited scene.
This method employs a neural-network approach using a
statistical clustering data and an accurate algorithm for
face detection in gray scale.
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MATERIALS AND METHODS

Design

System structure: This system consists of a camera
device, a wireless ear set and a cradle. The cradle consists
of a micro-controller (Arduino) and rotating equipment
(servomotor). Figure 7 illustrates the system structure.
The components of this structure are a camera device
(smartphone) that contains the camera and is able to
connect with other equipment by Bluetooth, a wireless
Bluetooth ear set with a microphone and a rotating cradle
that serves as a brace for the camera device. The camera
device consists of a display that shows the user the
contents of the screen, a camera that records an object
and a processor to execute the program commands. An
android smartphone has two cameras: the front camera is
placed on the side of the display and the back camera 1s
placed on the opposite side. This system 1s compatible
with both cameras. The cradle has a brace that is
connected to a servomotor, enabling the servomotor to
rotate the main body. In the brace, there 15 a furrow that
enables the placement of the smartphone on the head of
the cradle. The recorded object is equipped with a
wireless ear set which enables the object’s input audio to
be sent to the camera device by Bluetooth. The Bluetooth
network 1s used to transmit audio from the ear set to the
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Fig. 8: Process for tracking an object based on video

android smartphone and for synchronization of audio and
video that are transmitted through the audio channel
instead of the data charmel.

Figure 8 describes a schematization of the process for
video-based object tracking. First, the smartphone sends
the location coordinates of the object i the display to its
CPU. The CPU compares the received coordmates with
the coordinates of the screen center and determines
whether to rotate and if so where to rotate based on the
calculated coordinates. If the absolute value of the
difference i (X, Y) 1s not large, each coordinate 1s less
than or equal to the defined value (threshold) and it does
not rotate in any direction, otherwise, it does rotate.
Second, the Bluetooth module chip in the smartphone
sends the determmed rotational direction to another
Bluetooth module chip that is built into the cradle, to
which it is connected via. Arduino. Third, the chip in
Arduine sends the rotational direction to the Arduino
controller. Finally, the Ardumo tells the servomotor to
rotate based on the received rotational direction.
Consequently as the servomotor rotates the head of the
cradle, the smartphone on the head of the cradle rotates
according to the controlled direction and can assist in the
real-time tracking of the object.

As Fig. 9 shows, this study proposes an unmanned
recording system by video-based tracking object
consisting of such seven steps. First step 15 the step of
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Fig. 9: Seven steps in video-based trackin object

detecting a face through camera connected with device.
Second step 18 the step of showing the detected face
based on the face area. Third step is the step of receiving
the signal of detection for checking whether marked area
of face is object. Fowrth step is the step of getting data of
color in the selected object. Fifth step is the step of
setting coordmates of target according to their object’s
location. Sixth step 1s the step of comparing the object’s
coordinates with particular coordinates of screen from
camera. Seventh step is the step of sending a rotating
equipment a signal having the rotational direction in order
to decrease the compared differences.

Besides, the process of face detection and tracking
object, recording process consists of three steps. First
step 18 the step of recording video from camera. Second
step 1s the step of receiving audio from an auditory input
instrument equipped with object. Third step is the step of
storing consequent video synchronized with audio and
video.

RESULTS AND DISCUSSION

Face detection and object tracking: Tn the process of face
detection, we can extract the area of face that can be
guessed according to a video image obtained from
smartphone camera. In that process, several features are
used for detecting face and the type of image is not RGBA
but gray. However, RGBA type is required to be seen on
the screen. Thus, both gray image and RGBA image
should be obtamed from camera. In this study, we use
face-detection m openCV library to process gray image
value and RGBA image value.

Figure 10 describes the process of face detection. In
general, a man’s face appears that in their eyes both light

Fig. 10: Process of face-detection

and shade are dark and in nose both light and shade are
bright. In face-detection library, the pattern of face is
obtained using these both light and shade (Shen et af.,
2016). It 1s seen from this figure that after a rectangular
image in gray type is overlapped on detection area to get
determined whether this area is face or not. The mean of
pixels value in bright area is compared with that of pixels
value in dark area. Then, if the compared difference 1s
more than threshold, it can be said that tlus detection area
has a featwre of face. This is because there is little
difference both light and shade according to particular
area. Although, faces of people are various, the pattern of
faces 1s similar to each other.

Algorithm 1; Face-detectuin:
if (mCascade ! = null) {
int heiht = m(Gray.rows()
int faceSize = Math. round(height*F dA ctivity. minFaceSize)
List<Rect>face = new LinkedList<Rect=()
mCascade.detectMultiScale(mGray, faces, 1.1, 2, 2, new Size(faceSize,
faceSize))

for(Rect rifaces)
Core. Rectanle(mRgba, r. t10), r. Br(), Scalar(0, 255, 0, 255), 3)

}

Algorithm 1 describes the algorithm of face detection.
The height of the whole image 1s calculated by rows in
gray matrix and the detection area of face in the whole
image 18 determined. For storing the detected areas, lists
are defined and find a face. The perimeter(top left, bottom
right) of rectangular m the found face 1s set and the
detected area is marked by a green line of the thickness in
level 3. Obtamung a color data in the detected area, we can
resize the search window through contracting and
expanding this size based on the color data.

Figure 11 describes CAM-shift algorithm in object
tracking algorithm. This algorithm 1s improved from mean
shift algorithm. The mean shift algorithm is tracking of
ROI (Region Of Interest) object algorithm in lugh speed
founded on density distribution(features, corners, colors)
in data set. This algorithm 15 that from mitial search
window when it selects size and location it can extract ROL
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Fig. 11: Process of CAM-shift

object and determine the boundary based on the area
mcluding the defined color (Zheng et al, 2015). The
CAM-shift algorithm is complemented from mean shift in
color segmentation method in order to utilize in streaming
enviromment. In particular, it 18 complemented by resizing
the size of search window for itself. Imtial window 1s blue
one. This coordinates of search window’s center are
marked as ‘ol ’(blue one) in blue window. However, if you
find a real center of mass in blue window, it 1s “0,” (yellow
one). Certainly, there 15 a difference between ol based on
the blue window and o, based on the red window.
Accordingly, move the blue window so, that “ol” is to be
the center of mass. The red window 1s center of mass. In
most cases, next step may be not correct to the center of
mass. Subsequently, move again the center of window
based on the real distribution. This process iterates until
the center coordinates of window 1s correct to the center
of mass. Then, the moving window can consider red
points at most and update their center coordinates of
window to correct center of mass. Finally, we can get
center of mass:

Alghorithm 2; Determinin rotations:
ditt, = ScreenCenter, -T arget,
diff, = ScreenCenter,-Target,

Turn left if diff,> threshold,
Stop  if -threshod,< diff,
Turn right if diff,< threshold,

Tiltup  if diff>threshold,
Stop  if -threshod,< diff,
Tilt down if diff,< threshold,

Algorithm 2 and Fig. 12 describe the rotation
algorithm and an example of determining a rotational
direction, respectively. The center coordinates of the
search window are compared with the center coordinates
of the camera frame. If the difference 1s greater than the
threshold, the cradle holding the smartphone camera
rotates to the left or right. Figure 13 illustrates that the

center coordinates of the camera frame (X1, Y1) are (400,
320} and the center coordinates of the search window (X2,
Y2) are (300, 160). Because the difference in each (X, Y) 1s
(X1-X2, Y1-Y2) = (400-300, 320-160) = (100, 160), each
difference is positive. In this case, the cradle holding the
smartphone camera 1s required to tumn left and up for a
particular object to be located in the center position in the
camera frame. However, if we instruct the cradle to stop
rotating only when the corrected difference is precisely 0,
it will rotate microscopically and mfimitely. Thus, the
quality of the recorded wvideo will become lower.
Therefore, we should define a threshold in advance and
command the cradle to stop rotating 1f each difference of
(X, Y) 18 not more than the threshold. For example,
consider that we define the threshold as +50, the center
coordinates of the camera frame (X1, Y1) as (380, 200) and
the center coordinates of the search window (X2, Y2) as
(400, 320). Because the differences i each coordinate
(X1-X2, Y1-Y2) are (20, -120), the cradle did not rotate on
the X-axis but did rotate on the Y-axis.

Synchronization with audio and video: Audio input by the
built-in microphone of a wireless Bluetooth (Gentili et al.,
2016) ear set and video recorded by the smartphone are
synchronized by FFMPEG. Although, Android OS has a
library of functions for video recording, storing and
playing, we use FFMPEG instead of this library
because this system must process each frame using
image-processing libraries such as face detection and
CAM-shift. Therefore, after the recorded frames are
processed by these image-processing libraries, all these
frames are gathered by FFMPEG and finally, the video is
made.

FFMPEG is an open-source multimedia framework
supporting a cross platform. When we use FFMPEG, we
can utilize nearly all multimedia functions such as
‘playmg video’, ‘encoding/decoding’, ‘transceding’,
‘muxing/demuxing’ and ‘stream’. The description about
FFMPEG shows several detailed library:

» Libavcodec: encoder and decoder in audio/video

»  Libavformat: muxer/demuxer in container format of
audiofvideo

¢ Libavutil: avariety of utility required when FFMPEG
1s developed

»  Libpostproc: video post-processing

* Libswscale: image scaling in video, color-space
transformation of pixel-format

» Libavfilter: edit and examination of audio/video
between encoder and decoder

s Libswresample: audio resampling
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Fig. 12: Example of determimg rotation
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Fig. 13: Process of FFMPEG

Figure 13 illustrates that the process of extracting an
original data through reading the video file. Therefore,
each of the recorded video frames are processed by face
detection and CAM-shift. Then, they can be stored by
FFMPEG in order to make a video.

CONCLUSION
This study proposes mstead of the existing and

expensive recording  system through
video-based tracking object for swrveillance or lecture, an

unmarned

accessible and mexpensive one. The feature of tlus
system 18 moving the search window, contracting or
expanding based on the area of moving object
continuously utilizing the detected face in video, the color
data in the area and the center of moving object.
Subsequently when the motion of object 1s more than the

defined threshold, the object 1s tracked by servo motor
rotating to the direction in the motion of object. The
unmanned recording system this study proposes is
designed by the technology of mmage processing
unrelated to the technology of hardware-based such as
infrared signals that the existing unmanned recording
system utilize. This aspect can say that it is the
technology-compact system and which enables to make
the product in mass production in very low price. In a next
research, we leave the point that this system is
susceptible to light as our future works. This is because
that m a heavily dark or bright place, the accuracy of
object tracking by CAM-shift algorithm applymng
this system is decreased comparing with in a place
having a normal light. Thus, it needed to research about
newly detection of feature
effectively.

m order to improve
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