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Abstract: Texture plays a very important role in identifying and extracting the thematic information contained

in the image. Texture analysis 1s a vast field whose objective 1s to identify the nature of a texture, either via.
classification algorithms or via. synthetic algorithms aimed at the creation of a texture, visually similar to the
original texture. As specialists are looking for radio-tracers to use in order to do a more advanced study on

diseases that infect the skin and organs in general, we have come back to thinking about using ultrasound as

ultrasound may well replace radiography in some cases like breast cancer screening. Our geal 1s to mtroduce
methods to classify different diseases which mnfect the skin and organs leaving traces by adaptive texture
analysis of ultrasound images, i.e., to make a recognition of different types of tumors on medical images and

to describe a new approach to automatic texture recognition in digital images using Astificial Neural Networks

(ANN}.
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INTRODUCTION

A rguably, textures represent a region m a digital
image that has uniform characteristics. These
characteristics are such a basic pattern that can be
repeated or frequency characteristics. Several methods
have been mmvented to make textures of the analysis m a
digital image.

Structural methods (Fazia, 2013): They take mto account
the structural and contextual mformation of a form and are
particularly well suited to macroscopic textures. The
analysis steps are first identifying the components and
the defimtion of investment rules. The two most important

structures are graph structures and syntactic structures
(Tan and Hsueh, 1998; Philip, 1989).

Statistical methods (Fazia, 2013): The texture is
considered to be the realization of a stationary stochastic
process. Following the modality of images to study, the
most discriminating signature texture is to seek either in
methods that directly exploit the statistical properties of
the texture (co-occurrence matrix (Haralick, 1979), run
length arrays matrix (Galloway, 1975), neighborhood
matrix, autocorrelation function, Markov Model, model
auto regressive (Chellappa and Kashyap, 1985) models
from mathematical morphology (Serra, 1982)) or in
methods that use the statistical properties from a
transformed plane in which we rewrite the texture image
(spectral density, local extrema methods (Mitchelle ef al.,

1977), processing methods fourier, methods of
transformation of Karhunen-Loeve, Walsh Hadamard).
The methods based on forms studies (Fazia, 2013) are
found at the intersection of pattern recognition,
characterization of defaults and the macrotextural
analysis. The textural regions of the image include
specific forms and can be characterized by parameters
so-called forms (Peet and Sahota, 1985; Besl and Jain,
1986).

From the pomt of view of image synthesis, fractal
methods (Fazia, 2013) are apart because they allow to
synthesize very realistic images. In texture analysis, the
fractal dinension which 15 a measure of the degree of
uregularity of an object describes a certain property of the
texture. The fractal model s essentially based on the
estimate by spatial methods, the fractal dimension of
the gray levels representing the surface of the image
(Brown et al., 1992; Pentland, 1984; Keller et al., 1989,
Sarkar and Chaudhuri, 1992).

In the filtering methods, researchers are interested in
the texture analysis by multi-channel filtering. Most of the
proposed teclmiques use benches of selective filters in
orientation, frequency and scale. Literature 1s rich
concerning the analysis of textures by benches filters of
Gabor (Haley and Manjunath, 1995) and wavelet (Unser,
1995). The ANN represent problem solving units able to
hang a blur of information in parallel and come out with
one or more results representing the postulated solution.
The basic unit of ANN is a nonlinear combinatorial
function called Artificial Neuron (AN).
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Fig. 1: Artificial neuron

AN represents a computer simulation of a biological
neuron of the human brain. Each AN is characterized by
a vector of information which 1s presented at the input
and a non-linear mathematical operator able to calculate a
relative output on this vector. Figure 1 shows an AN:

¥ represent the elements of the input vector and we
have for each entry an asscciated value. W, ; represent
the synapses (the weights) of the neuron j, they are real
numbers between O and 1. In the creation of a AN these
weights are initialized randomly.

The function of combmations 1s a summation
function between active synapses associated to the same
neuron. The activation function is a nonlinear operator
able to return a real value or rounds in the range (0-1). We
often use the sigmoid function:

£(x) = 1/(1+exp (x)) (1)

Figure 2 shows the graph of this function. A ANN i1s
composed by a collection of inter-cormected artificial
neurons between them to form a neural system able to
learn the knowledge and understand the understanding
mechanisms. Each ANN 1s characterized by lus own
architecture, it 1s meant by this architecture the number of
neurons of the input layer, the number of hidden
layers, the number of neurons in each hidden layer and
the number of neurons m the layer of exit. A layer of
neurons in an ANN represents a group of artificial
neurons that have the same level of importance as in
Fig. 3.

The ANN of Fig. 3 1s characterized by an mput layer
of 8 artificial neurons, so, a vector of size 8 must be
presented at the input of this network as the network
entry information. Tt is also characterized by two hidden
layers, the first is formed by 11 artificial neurons and the
second 18 formed by only 4. The last layer (output layer)
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Fig. 2: Sigmoid function
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Fig. 3: Artificial neural network

Fig. 4: a-j) Images of the Brodazt database

is formed by a single AN. And as illustrated in Fig. 4, the
neurons of every hidden layer communicate only with the
neurons of the two adjacent layers.

The principle of operation of ANN is similar to
operation of the human bram. First, it 1s essential to pass
on the leaming phase to record the knowledge in the
memory of ANN. The memornization of knowledge 1s done
by the principle of repetition and correction on a
collection of data that forms the learmning base. We have
a lot of algorithms able to teach an ANN as back
propagation.

The back propagation is a method of calculating the
weights for a ANN that has a supervised learning that

4021



J. Eng. Applied Sci., 13 (11): 4020-4024, 2018

consist in minimizing the quadratic output error. Tt is to
correct the errors depending on the importance of the
elements that justly participated in the realization of these
errors, the synaptic weights that help to generate a
significant error will be changed more significantly than
the weights that generated a marginal error.

The weights in the neural network are first mitialized
with random values. Then we consider a data set that will
be used for learning. Each sample has its target values
which are those that the neural network must eventually
predict when we present the same sample to it. After the
learning phase is closed, we proceed to test our ANN on
a carefully selected data sample named the test base this
base 1s also used to calculate the rate of convergence of
the network of artificial newons. And finally, the ANN
can be used to solve the new cases through the
knowledge stored in the synapses of the ANN with the
same manner as the human brain.

Our method: We propose the use of a neural network
with supervised learming and taught. It will recognize
textures in an image. The back propagation gradient is the
learning algorithm. We mention some advantages of our
method.

The first advantage of this method is that texture’s
recognition 15 mdependent of image characteristics
(co-occurrence matrix, length arrays matrix, neighborhood
matrix, autocerrelation fimetion, Markovy Meoedel,
autoregressive model, derived models from mathematical
morphology). The second advantage 1s that the time of
execution 1s shorter compared to another method which
takes more time, over than being slow. Thirdly, the
recognition of textures in a digital image in a short time
(complexity) will allow us to increase the recognition rate
compared to other approaches texture.

MATERIALS AND METHODS

We we an artificial neural network, a learning
database (Brodazt) and the gradient backpropagation
algorithm. In this research, we select some textures to
recognize from the Brodazt database.

Neural network architecture used: Based on the research
by Tarik et af. (2014), we used a multi layer neural network
characterized by an input layer composed of a square
matrix of size 88 artificial neurons which a single hidden
formed by size of 4*4 matrix and an output layer
composed of 10 artificial neural to reflect the number of
texture to recognize who 1s 10.

64
ANN

Fig. 5: Our neural network
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Fig. 7: Example of a texture and his class

The learning database: We took the Brodatz album then,
we divided each image that makes up the album to blocks
of size 8*8. It must be noted that each image represents a
texture class.

Technically, we have created two files: An input and an
output. The first one is organized to record in each row
the wvalues of pixels of a block of the image, the
second one corresponds to the class of an nput block
(Fig. 5-7).

Learning algorithm: Learning algorithm that, we used
was nspired by the back propagation of the gradient and
1t 1s as follows. According to the size n of the input layer
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of the ANN concerned (the number of artificial neurons
that compose the mput layer), we subdivide each image in
the leaming database into blocks of size n. For each block
Xi which we put at the entrance of ANN, we propagate
the forward signal in the ludden layers and the output
layer using Eq. 2:

o _ ol (o) _ (n) (n) <r(n-1)
X =Y =g¥ ™) =g (zwjk Xk‘} (2)

k=1

At the output layer ANN, we generate a block T,
corresponding to the output generated by the network for
the block X. We calculate the error between the cutput
generated by T; network and the desired output X; by
using Eq. 3:

e =g/ () [T K] ®)
Where:
G () = Activation function
H () = Aggregate function
Wk = Synaptic weights between neuron X{™ and the
W

We disperse the error backward:

i i

=gt (W) P W, e “
With:

9y,
(n) 1
> 2 9 h{” ®

We update the weights with the following relationship:

AW = o X ©

1

We redo this process with the next block.

Implementation: We used the Java programming
language to implement our neural system. We created 5
Tava classes (Fig. 8).

¢ Class | (backpropagation) for implementation of the
learning algorithm

* Class 2 (JavaTraitmentlmages) to implement the
various operations that can be performed on an
image such as extraction of the blocks, loading,
recording

¢ Class 3 (layer), the creation of a layer of newons in
the neural network

*+ Class 4 (Node) for the implementation of the AN
class

¢« Class 5 (ANN), instantiating a network of artificial
neurons

' ;Ll ANN java
l‘u BackPropagation.java
M Java Traitementlmagesjava
, _l_] LAYER java
._U Main.java

+ )] nopEjava
Fig. 8 Classes Java
RESULTS AND DISCUSSION

Test database: This database 1s composed of the learning
database in addition to two other databases that make the
test database:

»  The images of the first test database 1s similar to the
images of the tested database

»  The images of the test database are one 1s sumilar to
the learning database and the other is taken
randomly

Figure 9 shows the evelution of the quadratic error in
terms of the number of iterations. While the number of
iterations 1s high then we get a good result (Table 1).

»  BA: learning database
¢ TI: database similar to the existing DB
» T2 database taken randomly

We can see in line 2, we have 10 blocks of learning
database (BA) from image 1 previ-ously seen in learning.
These blocks are all well ranked i 1mage 1, however, we
have 9 blocks well ranked in image 1 and one misclassified
m picture 4 (the last 10 blocks belong to the database T1).
We get to know 8 blocks instead of 10 of the database T2,
8 well ranked and two misclassified. We got for the BA
100% of recognition but for the basic T1 and T2, we
couldn’t reach that number because of the followng
problems:

¢+ Sampling: the criteria, we have taken into
consideration to select the blogs that participate
learning (we took just a small part of the picture
randomly)

s Convergence rate: the accepted quadratic error

»  Random imtialization of W, (Weights)

»  Weights saturation problems of ANN because of the
large amount of information treated

¢ Local minimum problem
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Table 1: Experimental results
Texture 1 2 3

BA 10
T1 10

1=
ta
>
-1
=]
—_

—

[

k=l
-

Lo e e B o B o B o o B o o B o o B oo T e B - e B o e B o e B o e S e e DR B = e o
=

O OO OO OO0 oD OO0 OO 0OVWe @O0 OO0 OO0
—
=R =R-N-R-N-F-N-l-N-N - E=-E-E=-R-N-R- RN ==~ = N = = = Y =

—
OO OO0 OO0 OCWL OO OO0 OO0 OO0OOOOO

—
O OO OO0 OoOWVWe OO OO0 O OO0 0000000

—
—
OO OO0 OO0 OO0 OO0 OO OO0OO
[l )
[l elle e ol ol =2 2=l ol ol ol ojie ol ol ol oo o olololeol - 2=
—
OO OWWLW OO OO OoOFHODOO OO0 OO0 OO o000

[=l=eleloeBalalsl A= R=1 o=l ol i)

<
<
<
<

*Bold values in table shows the BA, T1 and T2 significant values
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Fig. 9: Convergence graph

Soon, we will try to increase the recognition rate by
testing with Helber Accelerator and solve the sampling
problem as we will study the problem of W, initialization.

CONCLUSION

As we have seen in the results, we reached a
recognition order of 100% for the BA, 96% for T1 and 91%
T2 which reflect the power of our approach. On the other
hand, this approach research well if, we specify exactly
textures as in medical imaging and if we were interested in

a specific type. As perspective of this research, we will
develop a new compression approach texture analysis.
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