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Abstract: Text document clustering 1s used to group a set of documents based on the information it contains
and to provide retrieval results when a user browses the mtemet. Majority of the text document clustering
algorithms clusters the documents based on the terms and the frequency of occurrence of those terms and do
not consider the meaning among terms because of this clustering performance decreases in terms of precision
and recall. To overcome this problem, this research proposes ontology based text document clustering in which
documents related to sports have been clustered semantically using sports domain. In this study, sports
domain ontology along with WordNet ontology, the lexical database has been used to improve the quality of
clustering. With the help of WordNet ontology, the terms and their relevant terms has been retrieved by the
synonym retrieval algorithm. This study proposes how these terms along with the relevant terms when 1t
applied to k-means clustering algorithm will improve the performance of the clustering process. Experimental
evidence has been shown to prove how the ontology based clustering approach significantly improves the
performance of clustering over traditional k-means approach and k-means with dimension reduction technique

n terms of precision, recall and accuracy for the bbe dataset.
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INTRODUCTION

Clustering 13 a common form of unsupervised
learning and has been an active research area for many
decades (Tajoo, 2008). Tt helps a lot in improving the
search results by orgamizing large document sets into
relevant documents as clusters. Domam ontology
represents concepts, subconcepts and relationship
between them of a particular domain. Ontology can be
applied to the document clustering to get better retrieval
results. Many researches proposed how ontology can
improves the clustering results. WordNet is the lexical
database for the English language developed at Princeton
University and can be interpreted and used as ontology in
the computer science. It is an online database wlich
includes nouns, verbs, adjectives and adverbs grouped
into sets of synonyms called synsets. Many researchers
proposed that WordNet 15 widely used to compute the
semantic sinilarity measure between the concepts and 1s
not only reduces the dimensionality but also improves the
clustering purity. This study proposes that text document
clustering based on sports domain ontelogy along with
synonyms retrieved from WordNet to improve the
clustering performance in terms of precision, recall and
accuracy.

The performance of clustering will decreases
dramatically due to the problem of high dimensionality and
sparsity of data in the dataset (L efal, 2003). In
order to improve the clustering performance, the sparsity
of data should be reduced. Experimental evidences shows
thatfeature selection of dimension reduction techmques
mmproves the clustering performance in terms of evaluation
metrics (Liu ef al., 2005). As a first step of this study starts
with the term extraction, followed with the sports domain
ontology creation, performing term-concept match,
implemented the synonym retrieval algorithm to retrieve
synonyms of all the selected terms using WordNet
ontology and finally, the similarity measure calculated to
select only the most relevant synonym of the terms.
This study proves experimentally the performance of
the clustering in k-means with the ontology based
approach.

Literature review: Text document clustering 1s used to
group a set of documents based on the information it
contains and to provide retrieval results when a user
browses the mternet. This study describes some of the
ontology based approach towards the information
retrieval, data mining and clustering process and some
approaches proved experimentally, that the use of
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ontology improves the performance of clustering or
mformation retrieval when compared to traditional
keyword approach.

Dou et al. mtroduced general concept of semantic
data mining and investigates why ontology has the
potential to help semantic data miming and how formal
semantics in ontologies can be incorporated into the data
mining process and provided the state of art of ontology
based approaches for the use of ontology from data
pre-processing to mmning results. Huang ef al. (2008)
compared and analyzed the effectiveness of variety of
distance functions and similarity, measure in partitional
clustering for five different text document dataset.
Prabha et al. (2014) compared the performance of different
clustering techniques for five different dataset and
experimentally, proved the clustering performance m terms
of precision, recall and recall.

Kinhua and Xutang (2012) proposed the concept of
technique preparation domain ontology and its structure
design This study also proposed the similarity measure
between the concepts of domain ontology and how
it 1s applied in techmique preparation process. The
experimental evidences proved the efficiency of the use of
domain ontology in mformation retrieval process. Swe
(2011) proposed a model to solve the problems on
keyword searching by using ontology based approach
and metadata casebase. This model consists of
identifying domain concepts in user’s query and applying
query expansion. This study also, proves experimentally,
that domain ontology can be effective for query expansion
in terms of precision with the other approaches.

Scnakneware ef al. described the information retrieval
system in which a user gives a natural language query
which the system interprets as input query and extracts
the semantic information by using ontology based
approach.. For conceptual search, user’s query 1s
expanded to SPARQL query and this query is fired on the
knowledge base which i1s mn the RDF data format thus,
retrieving the relevant answer. The information retrieval
system finds out semantic query terms for query
expansion by using WordNet. Shivakumar and
Bhuvaneswarir (2012) provided a umified framework that
integrates diverse source of genomic data from various
repositories such as ontologies and databases using
ontology based approach. The proposed ontology design
comverts all possible relations for genomic data and
experimental result shows that the ontology is
designed with well defined classes and conceptual
relationships.

Shivakumar and Bhuvaneswari (201 2) analyzed the set
of keywords can be represented as features for grouping
documents and the use of gene ontology terms to group
documents semantically. This study focuses on clustering

genomic documents based on both syntactic and
semantic. Experimentally, proved GO terms based
approach grouped large nmumber of documents without
considering any other keywords tlhis 1s semantically
relevant which results in reducing the complexity of the
attributes considered. Pumitha et @l (2014) proposed a
method called hierarchical agglomerative clustering which
manages clusters as tree like structure that makes possible
for browsing. In this clustering method, the nodes in the
tree can be viewed as parent-child relationships, 1e.,
topic-suptopic relationship in a hierarchy. Experimental
results show that this method 1s best when compared
to k-means, EM and TCFS method.

Banchs (2012) presented a survey of 23 papers and
identified 4 major areas under semantic clustering such as
latent semantic indexing based, graph based, ontology
based and lexical chain based. This study concludes that
semantic approach 18 better than traditional keyword
approach in terms of accuracy and quality of clusters.
Salih and Qasim (2013) proposed the use of domain
ontology in the knowledge extraction process. They
proposed algorithm to build sementic relations which
captures the semantic similarity among sentences based
on WordNet semantic dictionary.

Tar and Nyaunt (2011) investigated how ontology can
be applied to clustering process and present the concept
weight for text clustering system based on the ontology.
It also, gives experimental results of clustering dissertation
papers from Google search engine and compared the
ontology based k-means with the traditional k-means in
terms of performance measures such as precision, recall
and F-measure. Zhang et al. (2008) evaluated the effects of
nine semantic similarity measures with a term re-weighting
method on document clustering of PubMed document
sets. They proved the use of domain ontology not only
yields better clustering results but also reduces the
dimension of clustering space and computational
complexity.

MATERIALS AND METHODS

The proposed methodology consists of 6 phases,
preprocessing, ontology creation, term-concept match,
synonyms retrieval and semantic similarity measure
calculation, ontology based clustering and cluster quality.
The proposed methodology 1s shown in Fig. 1:

Preprocessing: The BBC sport document collection 1s
taken for the experiment. In order to form mathematical
data model that the computer can deal with preprocessing
techniques are applied to the document collection which
greatly influence the outcome of any clustering process.
Given a collection of text documents, the first step 1s to
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parse the documents which yields mathematical model
which is easy for analyzing in subsequent steps. The
parsing task mvolves a tokenization followed by stemming
and stopword removal. Tokemzation transforms the
contents of a document into aset of terms. Stemming is
used to reduce the number of unique terms by stemming
the terms to their roots like “jumping” nto “jump”.
Stop-word removal 1s used to remove the basic words like
“also” and “about” which occurs frequently in documents
but do not have any meaning and are considered to be
noise. This study uses snowball stemming algorithm.

Sports domain ontology

Extract concept

Dataset

A 4

Term extraction Term-concept match

v

If match found

Retrieve synonyms

—

Semantic
similarity
measure

Related terms :
and terms

‘WordNet
ontology

Terms and
synonms

=

Semantic
clustering

S| Cluster quality

Fig. 1: Methodology
preprocessing

clustering

of ontology based

Footbal_Player

Ontology creation: In this study, sports domain ontology
is created as a lightweight ontology which is a structured
representation of knowledge where the concepts are
arranged 1 a hierarchy with a simple relationship between
them. Tt consists of five games such as athletics, cricket,
football, rugby and tennis developed using protege tool.
The sports domain ontology 1s created with the help of
domain expert knowledge and the concepts and
subconcepts of this ontology were called through Jena
using eclipse IDE. Figure 2 shows the excerpt of sports
ontology in graphical representation.

Term-concept match: After the preprocessing of
document collection is done. The document term matrix is
constructed with the table of frequencies of occurrences
of terms in each document. Local and global weighting
functions are applied to estimate the relative importance
document and within the whole
collection. Since, each document contams different words,

of a term within the

this table 1 a lngh dimensional sparse m»n matrix, m 1s the
number of unique terms in the document collection and n
is the number of documents in the collection. The
high-dimensional and sparse features bring great noise to
the text clustering and make 1t difficult for clustering
algorithms to effectively cluster sumilar documents. In
order to reduce the dimension of this matrix, this study
used the InfoGain method. The reduced terms are then
extracted and mapped with sports domam ontology
concepts.

Synonyms retrieval and similarity measure calculation:
If an extracted term 15 equal to a concept of sports domain
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Fig. 2: Sports domain entology
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ontology then it is searched in WordNet ontology for the
synonyms using synonyms retrieval algorithm which is
shown in Algorithm 1 and 15 implemented in Java program.
Retrieved synonyms consist of a set of words and are
called as WordForms. In this study, semantic similarity
measure for each and every WordForms has been
calculated with the help of Wu and Palmer (1994) measure.
Wu and Palmer (1994) proposed a path based measure that
takes into account the depth of the concepts in the
hierarchy. Tn this study, the synonyms are verified for
their relevance with the help of Wu and Palmer (1994)
measure using W34J (WordNet similarity for Java) s a
Tava API which measures the semantic similarity between
words of synsets. The semantic similarity value lies
between 0 and 1. By Wu and Palmer (1994) calculates the
similarity value by considering the depths of the two
synsets in the WordNet, along with the depth of the least
common Subsumer. If the value 1s 1, then more relevant
the term 1s. Therefore, the sunilarity measure s greater than
the threshold wvalue of 0.8 1s taken for the clustering
process. By Wu and Palmer (1994) similarity measure
S e p 18 calculated by using the following Eq. 1:

g _ 2*Depth(LCS) 1)
Wend? Depth (S, ) +Depth(S,)

Terms T = {t1, t2, ..., tm} where ti are terms extracted
from the dataset where i=1, 2, 3, ..., m terms. Concepts =
{cl, c2, ..., en} where cj-concepts and sub-concepts of
domain ontology where j =1, 2, ..., n concepts.

[# Package Explorer 52 =% v =0

|4] Helloweka
[T Lucenedem A
LJ Lucenedemol

[J Lucenelndexing

1] TestlAWS1java

Count-numbers of matched terms with concepts.
WordForms is a set of words W = {wl, w2, .., wk} where
k = number of synonyms of a word. Similarity, measure 1s
used to check for relevancy between WordForms.

Algorithm 1; Synonyms retrieval algorithm:
(Toretrieve the synonym for a given word and check for relevancy. Relevant
gynorym is added with the terms. The terms and relevant tenms are applied
to k-means clustering) input: extracted terms, ontology concepts and
subconcepts output: synonyms
Set count = 0, threshold = 0.8
T.oad WordNetDatabase and create object
For all terms and concepts
Check if term = concept.
Increment count
Get Synsets of term
If length of Synsets >0
7.1 Get WordForms
7.2 For each pair of WordForms
7.3 Calculate similarity measure 8
7.4 If S=threshold
7.5 Add synonym with terms
7.6 Else ignore
7.7 Repeat step 7.2 until WordForms exists
8 Add terms
Q. Repeat step 3 until terms and concepts exists
10.  Count is returned
11.  Terms and synomyms are retnmed

I e

The smmilarity measure 18 calculated for each and
every pair of words of synset and the word whose
similarity value greater than the threshold value of 0.8 will
be considered to be the most relevant. The synonyms
retrieval algorithm is mmplemented in Java using eclipse
IDE. Figure 3 shows the output for the synonym
retrieval algorithm for the term “centuries” in Eclipse. The
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Fig. 3: Output of synonym retrieval algornthm for the term “centuries’

import java.io.*;[]

public class Readclass

{
public static String myFile="bbcsport8.txt";
public static String ontologyfile="wordnet8.txt";
public static String termfile="concepts.txt";
WordNetDatabase db = WordNetDatabase.getFileInstance();
RelatednessCalculator rc=new WuPalmer((ILexicalDatabase) db);
public static void main(String[] args) throws IOException

System.setProperty(”

dnet.database.dir”,"C: /WordNet-3.@/dict/");
to-gener: b

try{
synsetfn("centu

B Console 32

<terminated> Readclass [Java Application] C:\Program Files\Javaljre1.8.0_57\bin'\javaw.exe (Jan 16, 2018, 11:34:17 AM)
centuries
synonyms of : centuries [hundred, 18@, C, century, one C]
After similarity calculation :

hundred
lee

2
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synonyms returned for the term “centuries” are {hundred,
100, century, one century} and according to this algorithm
for each pair of synonyms whose similarity measure
>0.8 will be considered to be the most relevant for the
term. So, the synonyms hundred, 100, century, one
century are given as input to the wordsimilarity function.
The word similarity function will calculate the semantic
similarity for each and every pair of words of synset. The
synonyms returned are hundred, 100, century, one century
and according to this algorithm among these five
words of synset, hundred and 100 are returned as the
outpu.

Ontology based clustering: The k-means clustering
algorithm is an efficient unsupervised learning algorithm
developed by MacQueen to solve the well known
clustering problem. The k-means algorithm aims to
partition a set of objects based on their features into k
clusters where k is a predefined constant. The main idea is
to define k-centroids, one for each cluster. The centroid of
a cluster is formed in such a way that it is closely related
i terms of similarity functions m which similarity 1s
calculated by euclidean distance to all objects in that
cluster. Ontology based clustering process mvolves the
use of terms along with the most relevant terms retrieved
with the help of synonyms retrieval algorithm. This
ontology based clustering has some advantages over
traditional k-means and k-means using dimension
reduction technique, they are as follows:

¢+ Sports domain ontology is created with the help of
domain experts and it 1s more accurate

¢ The number of terms is significantly reduced with the
help of domain ontology and it yields the document
term matrix with ease

*  Omtology based clustering uses the similarity
measure based on semantics and it helps to
incorporate the domain knowledge into the mining
process

Cluster quality: The BBC sport dataset is preprocessed
with the help of StringToWordVector filter of the WEKA
tool. Preprocessing step involves tokenization, stemming
and stop-word removal. Then, the k-means clustering 1s
applied on the dataset which takes the euclidean distance
to measure the similarity between the documents. It is
considered that the closer two texts have high similarity
between them. Classes to clusters evaluation method of
WEKA tool is used which generates an output in the form
of confusion matrix. A confusion matrix 1is a table that
allows the visualization of the performance of an algorithm
and n unsupervised learming it 1s called as matcling matrix
as shown in Table 1 (Banchs, 2012). In the confusion

Table 1: Confusion matrix
Predicted class

Actual class Ves No
Yes TP N
No FP ™

matrix, all the diagonal elements are true positives and it is
the relevant document to that particular class where as the
number of documents retrieved are true negatives and true
positives. To evaluate the performance of the clustering,
precision, recall and accuracy metrics are considered in
this study:

Number of relevants documents ritrieved (TP)

Precision = —
Number of documents ritrieved (TP+FP)
Number of documents ritrieved ( TP)
Recall =
Number of relevant documents ( TP+FN )
RESULTS AND DISCUSSION

To prove the significance of ontology based
clustering approach, we compared the ontology based
approach with k-means approach and k-means using
dimension reduction technique. In our experiment, the
BBC sport dataset has been used for all the approaches
and is downloaded from the BBC website. The confusion
matrix generated from the classes to clusters evaluation
method 15 used for the comparison. The BBC sport dataset
consists of 737 text documents and 5 natural classes:
athletics, cricket, football, rugby and tenmis. In k-means
approach, the total numbers of incorrectly clustered
documents are 123 out of 737 documents. The overall
recall 18 83% and overall precision 1s 85%. The accuracy 1s
83%. The confusion matrix for the k-means approach is
shown in Table 2.

In k-means with dimension reduction approach, the
information gain feature selection method is used to
reduce the dimension. For this approach, the total
numbers of incorrectly clustered documents are 69 out of
737 documents. The overall recall 15 89.2% and overall
precision 1s 93.4%. The accuracy 1s 90.7%. The confusion
matrix for the k-means with dimension reduction method 1s
shown in Table 3.

In ontology based approach, the terms mapped with
concepts of sports domain ontology along with the
synonyms 1s applied to k-means clustering algorithm. In
this approach, the total numbers of mcorrectly clustered
documents are 43 out of 737 documents which yield 5.8%
incorrect. The confusion matrix for the ontology based
k-means clustering is shown in Table 4.

For this reduced data, overall recall is 93.7%
and overall precision is 96.6%. The accuracy is 94.2%.
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Table 2: Confiision matrix for k-means approach

Games Athletics  Cricket Football  Rugby  Tennis Predicted
Athletics 100 1 6 2 24 133
Cricket 0 112 34 14 0 160
Football 0 7 221 14 11 253
Rugby 1 4 4 117 1 127
Tennis 0 0 0 0 64 64
Original 101 124 265 147 100 737
classes
Table 3: Confision matrix for k-means with dimension reduction
Games  Athletics Cricket Football  Rugby Tennis Predicted
Athletics 101 0 0 0 0 101
Cricket 0 67 0 0 0 67
Football 0 2 260 4 2 268
Rugby 0 55 5 143 1 204
Tennis 0 0 0 0 97 97
Actual 101 124 265 147 100 737
Table 4: Confision matrix for ontology based k-means clustering
Games  Athletics  Cricket Football Rughby  Tennis Predicted
Athletics 97 0 2 0 4 103
Cricket 0 119 0 0 1 120
Football 1 2 249 2 10 264
Rugby 3 2 13 145 1 164
Tennis 0 1 1 0 84 86
Actual 101 124 265 147 100 737
Table 5: Comparison of ontology based with k-neans and k-means using
dimension reduction
k-means with Ontology based
k-means clustering dimension clustering
Metrics reduction (%o) (%) (%)
Precision 83.0 93.4 96.6
Recall 85.0 89.2 93.7
Accuracy 83.4 90.7 94.2
10 =
M Precision
© B Recdl
g 90
= Accuracy
B8
80~
757
k-means
clustering (%) k-means with 7
dimension Ontology based
reduction (%)  Clustering (%)

Comparisons

Fig. 4 Comparison of le-means with ontology based
approach

Comparison of ontology based approach with k-means
approach and k-means using dimension reduction in
terms of precision, recall and accuracy is shown in
Table 5.

Figure 4 sigmficant improved performance n terms of
recall, precision and accuracy for the ontology based
approach with k-means algorithm and k-means using
dimension reduction techmque.

CONCLUSION

This study presents methodology of ontology based
clustering for sports with the phases of preprocessing,
domain ontology creation, term-concept match, synonyms
retrieval and ontology based clustering advantages over
k-means approach and k-means using dimension reduction
techmque. It proposes ontology based clustering
approach for sports domain which is based on the
term-concept mapping and synonyms retrieved from
WordNet.  The evidences show the
signficance of ontology based approach over other two
approaches. This system also, provides increased recall,

experimental

precision and accuracy and faster retrieval of documents
when compared to other 2 approaches.

RECOMMENDATIONS

In future, we can fine tune the performance of
ontology based clustering by updating the concepts of
sports domam ontology and this methodology can be
applied to other domain ontologies and dataset also.
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