Tournal of Engineering and Applied Sciences 13 (Special Issue 6); 5226-5229, 2018

ISSN: 1816-949%
© Medwell Journals, 2018

Clustering Online News Comments Using Hadoop on Bigdata

Anu Sunil Kumar, Remya Anand and G. Deepa
Department of Computer Science and IT, School of Arts and Sciences,
Amrita University, Kochi, India

Abstract: Mining in news blog remarkably a new research area in this modern world of the technological era.
Here, we propose a feature word selection of clustering online news comments using Hadoop on bigdata which
realizes structurally superior clustering of online comments. Data i1s made to run on Hadoop platform, so as to
conwvert the unstructured data from the news comments to a structured format for further classification. Here
a Naive Bayesian classifier 1s included right before applying the k-means clustering algorithm. For clustering,
the top most frequent nouns appearing across online comments are selected to construct an overall noun set.
Local noun sets are constructed based on the frequently occurring nouns. The global noun set is the
mtersection of the local and overall noun set. The global noun set is reduced from the corresponding local noun

set to construct the distinet noun set.
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INTRODUCTION

Feature selection 1s a relevant part of machine
learning to mimmize the inputs for processing, analysing
and to detect the most meamngful mputs. In machine
learning, “Feature selection” commonlycalled as variable
selection, i.e., the technique of subset selection of apt
attributes for constructing a model.

Nowaday’s people are more dependent on social
media like Facebook, Twitter etc., so one of the key way
to get the public opmion regarding the online news
comiments is to make it available through social media like
a blog. A blog is ananalysis area or informational website
published on the web which consist of diverse informal
posts.

People will go through the articles from the blog
which have breaking news and information regarding
political issues, society, science and health. People will
provide their valuable opinions in the comment section
based on the impact of particular news in their day to day
life. Through these comments people will express their
feelings about the decision taken by officials. As
mentioned there will be large pool of online comments
which often contains the similar opinions for news articles
and which can be grouped into clusters. Clustering the
similar opinions will make us easy to understand and
analyse the online comments as a whole.

Motivation: The dataset 1s a collection of huge amount
comments of each news article that may be structured or
unstructured. If its is structured, then the k-means
clustering algorithms can be easily applied but if

unstructured then it is difficult to apply k-means
clustering algorithms and also the efficiency will not be
much consistent.

Objective: The study proposes an affective approach for
feature word selection in online news comments. In order
to cluster the vast number of online news comments, we
are using clustering algorithms, i.e., k-means clustering
algorithms. Before forming the clusters for each news
articles a classifier 1s applied in order to enhance the
cluster formation. Classifier used here 1s Naive Bayes
classifier.

MATERIALS AND METHODS

The blog contamns news articles, each of which
contains number of comments. All these comments are
stored to form the data sets. The data sets which we get
from the online news comments may be structured or
unstructured, so, if it 18 unstructured format then it must
be converted to a structured format in order to easily
implement classification using the Naive Bayesian
classifier. For this, we run our data sets in Hadoop.
Hadoop is the software for handling relatively huge data
sets and is also an open source software. Tt contains
commodity hardware built from computer clusters.

Hadoop: An open source project to implement
MapReduce Model for scalable, reliable and distributed
computing and it is written in Java. With the help of a
simple programming model. Tt is a base for distributed
processing of sizable datasets across computer clusters.
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Fig. 1: The basic structure of Hadoop framework
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Fig. 2: The workflow of the MapReduce algorithm

Proposed by Doug Cutting, Mike Cafarella and team in
2005. Hadoop (Hamoud et @i, 2014) framework 1s enough
capable to develop applications which 1s capable of
running on clusters and for a huge amounts of data it
could perform complete statistical analysis (Fig. 1 and
2).

MapReduce: Tt is a programming model which is
associated with the implementation of bigdata. Hadoop
runs applications by using MapReduce algorithm. The
algorithm contams two tasks, 1.e., Map and Reduce. Map
takes a set of data, then converts to another set of data
and individual elements of set of data is broken down into
tuples where as in reduce, output of map 1s taken as
the mput and also combines the tuples into smaller tuples.

Algorithm; MapReduce:

i.  First task is Map job, it takes the input data and processes it to
produce a key/value pairs

ii.  Then Reduce job takes these key/value pairs and then combines to
form final result, i.e., Output data

Naive Bayesian classifier: Naive Bayes (Holmes et al.,
1994) is a simple technique based on Bayes theorem for
constructing classifiers: models that contains a class
labels which 1s assigned to problem mstances,
represented as vector values. The class labels are drawn
from some finite set.

They are highly scalable which require a number of
parameters in a learning problem. Maximum probability
can be evaluated i a closed-form expression which takes
some less time when compared other types of classifiers.
All Naive Bayes classifiers assume that, for the given
class variable the wvalue of a particular feature is
independent of the value of any other feature.

Bayes theorem (Wettig ef al., 2003) provides a way of
calculating posterior probability P(c[x) from P(¢), P(x) and
P(x|c). Look at the equation:

Likelihood C12ss prior probability

\
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Where:

P(clx) = The posterior probability of class (c, target)
given predictor (x, attributes )

P(c) = The prior probability of class

P(x|c) = The likelihood which 1s
of predictor given class

P(x) = The prior probability of predictor

the probability

Algorithm 2; Naive Bayesian classifier probability:

. Create frequency table by converting dataset

. Find the probabilities and then create likelihood table

. Use the above equation to calculate the posterior probability for each
class. The outcome is the class with highest posterior probability

Operation for feature word selection: Each news articles
contain huge amount of comments which in turn contains
a number of words which conveys an opinion about the
news articles. The words which conveyed the opinion in
the comment is taken into account and called as word
tokens. articles
collection of word tokens. From the word tokens,
commonly used nouns were used to create the overall
noun set and it also other types of sets, i.e., local, global
and distinct.

For each news there will be a

Each of the noun set were created as follows. Local
noun set 1s the collection local word which convey the
opinion of the article. Each news articles will contain its
own local noun sets. For example, if there are 5 news
articles, then for each of them there will be a local noun
sets. The global noun set 1s intersection of local noun set
and overall noun set. The distinct noun set is obtained by
eliminating global noun set from local noun set (Cho and
Lee, 2016). Based on these noun sets, the clusters are
formed by applying k-means clustering algorithms
(Tsai and Chui, 2008).
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WEKA: Waikato Environment for Knowledge Analysis
(WEKA) (Holmes et al, 1994) is Java based machine
learning software developed in 1993 by the Umversity of
Waikato, New Zealand. WEKA supported applications
which offers users, a tool to expose the masked
information from database and file systems easily to use
options and visual interfaces. The Weka 1s a collection of
visualization tools and algorithms for solving real-world
data mining problems and predictive.

RESULTS AND DISCUSSION

The online news comments may be structured or
unstructured data. If it is structured, then data can be
used more efficiently otherwise if the data 1s unstructured
then 1t must converted mto structured format, so as to
efficiently apply the classification and clustering. For this
all the dataset which is in executed on Hadoop. Then the
WEKA libraries are imported to the Hadoop and then the
classification and clustering 15 done. Steps mvolved in
above process is as follows:

*  Execute the Hadoop framework so as to convert the
unstructured data mto structured format

* Import the WEKA Libraries mto the Hadoop and
choose the main WEKA GUI

Classfier
Choose  |NaiveBayesSimple

Test options

Classifier output

s+ Once the main GUI is opened, choose the dataset
which is. arff file

* From the WEKA mterface choose the classifier 1.e.;
Naive Bayesian classifier

¢+ From the test options, choose the cross validation
and enter the value of folds (Here, we entered the
value as 3)

»  Click on start

Figure 3 shows how the classification is being
performed on the Hadoop framework and classifier used
here 1s the Naive Bayesian classifier. Figure 4 and 5 shows
the clustering result.

Hadoap
MapReduce
technology

Anslyze final
resuli

Fig. 3: The block diagram of the execution flow

Use training set
Supplied test set Time taken to build model: (.02 seconds

@ Crossvalidation  Folds |3 - :
=== 5tratified cross-validation ==

Percentage split % 56 === Summary =
Mare options... .
Correctly Classified Inatances 394
— | Incorrectly Classified Instances i1
(Nom) Class ¥ | |Kappa statistic 0.8044

JE— Mean absolute error 0.0879
Start Root mean squared error 0.2942
Result st (ight-cick for options) Relative absolute error 20,648 %
Root relative squared error 60.4328 %
Total Nurber of Instances 435

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision

0.895 0.077 0.948 0.895

0.923 0.105 0.847 0.923

Weighted Avg. 0.906 0.088 0.909 0.906

=== (onfusion Matrix ===
& b <--classified as

233 28| a = democrat
13155 | b = republican

Recall F-Measure

90.5747 %

9.4253 %

ROC Area (Class

0.921 0.971  democrat
0.883 0.971 republican
0.908 0.971

Fig. 4: The clustering results
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Fig. 5: The Hadoop framework
CONCLUSION
This study provides a study about an

online news blog. By performing classification and
clustering on Hadoop, we can decrease the time
complexity, more tune available to add wvalue
(rather than fix/mamtamn) and more stable operating

enviromments.
RECOMMENDATIONS

In future algorithms can be improved and
can be extended n further which would bring in
a much more efficient output which would reduce
the efforts
appear in a blog. The concept of Cyberbullying

marual related to comments which
can be applied here, 1e., a form of bullying or
harassment using electronic forms. Harmful bullying
behaviour can include posting rumours about a
person, threats and sexual remarks, disclose victim’s
m the

personal information or pejorative labels

comments of the news blog.
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