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Abstract: This study was motivated by the need to establish a vector form of autoregressive
moving average (VARMA) models comprising linear and non linear components that could
compete with the pure vector linesar VARMA models. General bilinear vector autoregressive
moving average (BIVARMA) was established as an extension of the umivariate bilinear
model. Three revenue series identified as autoregressive (AR) and Moving Average (MA)
processes on the basis of the distribution of autocorrelation and partial autocorrelation
functions were used to illustrate the performances of the two competing vector forms in
terms of estimates and residual variances. Graphical comparisons were also made. The
results showed that BIVARMA models established perform best and provide better
estimates than the VARMA models.

Key words: Vector AR process, vector MA process, autocorrelation function, partial
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INTRODUCTION

Most time series behave as though they have no fixed mean. Such series have arisen in forecasting
and control problems, and all of them exhibit behavior suggestive of non stationarity.

Evidence of non linearity which is usually found in the dvnamic behavior of such data implies that
classical linear models are not appropriate for most time series. This called for the emergence of non-
linear models in which bilinear forms a special class.

Maravall {1983) used a bilinear model to forecast Spanish monetary data and reported a near 10%
improvement in one-step ahead mean square forecast errors over several autoregressive moving average
(ARMA) alternatives. There is no doubt that most of the economic or financial data assume
fluctuations due to certain factors.

On the contrary, Tmeh (2007) observed that in certain time series applications, univariate linear
estimates are comparatively better than those obtained from bilinear models.

Similar research engaged the attention of John (2008). He investigated the relative merits of
multivariate linear process and univariate bilinear process using Canadian money and income data. The
reports revealed that the linear models performed better than the bilinear models.

However, it is the objective of this study to establish a bilinear concept from a vector point of
view and compare it performance with the vector linear model using a trivariate case of time series.
That is, two multivariate cases of three vector elements each.
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The general form of the bilinear model according to Granger and Anderson (1978) is
given by:

X, =>aX_ + ZCJX“J +ZZbijt_kst_J +z 8y

Similarly, Rao (1981) described bilinear time series model BL (p, r, m, k) as given by the
difference equation:

X+ > aX( - Seet eSS Xt et 1) (2)

i=1

where, {e(t)} is an independent white noise process and C, = 1. {X(1)} is termed the bilinear process.
The autoregressive moving average model ARMAC(p, 1) is obtained from Eq. 2 by setting dy =0
land /.

Parameter estimation of bilinear processes has been studied for particular cases by
Bouzaachane et af. (2000) .

Boonchai and Eivind (2005) gave the general form of multivariate bilinear time series models as:

XM=Y A XD+ Y Melt— )+ 23 S By Xit—ie,lt— jy+e(t) 3

Here, the state X(t) and noise e(t) are n-vectors and the coefficients A;, M, and By are nby n
matrices. If all B ; = 0, we have the class of well-known vector ARMA-models.

Iwok and Akpan (2007) established the matrix form of vector autoregressive time
series as:

max gy
X, = Z T X + U,y (4)

k=1

and recorded its advantages over the umvariate case.

In this study, we are interested in the comparative performance of vector linsar models and
vector bilinear models. We considered three series of a vector and each was taken as response
variable and the remaining two were lagged predictors. The data used for estimation are
three sources of monthly generated revenue (for a period of ten years) from Tk L.G.A. in
Nigeria.

MATERIALS AND METHODS
Let 3, be a vector of n-dimensional time series.
Linear Model

The general vector (VARMA) analogue to the univariate autoregressive moving average (ARMA)
for the n-series is:

n maxp n mag 5
Xy = Z Z Vieirenere T Z Z AraBay 8y ( )
=1 k=1 =1 1=1
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where, v, and A, are the autoregressive (AR) and Moving Average (MA) parameters. p and ¢ are
the AR and MA orders. €, [e,, £, ..., €,] is a vector of white noise. k and / represent the lags of AR
and MA models.

is the vector AR part.

is the vector moving average part.

If 4, = 0 for all lagged white noise, the linear vector AR (VAR) model can be isolated and written
in the form:

n maxp
Xu = Z 'Yk.an—k +&y (6)

r=1 k=1

Similarly, vector MA (VEMA) part can be obtained by setting v,;, = 0 and the resulting
CXPression is:

n meEq

X, = Z Z A Byt By (7)

s=1 I=1

Vector Non Linear Models
Autoregressive (AR) Process
Given the vector elements X, X, ....., X, the non linear model for an AR process is:

n Mmaxpmax q

Xp= Z Z Z [T G- - (8)

=1 k=1 I=0

where, By, are the bilinear parameters of the product series and/=0V q.

Moving Average (MA) Process
For the moving average process, the non linear model is expressed as:

n max qmaxp

Xp= Z Z Z Praie o Bip T By (9)
o1 [l k=0

where, By, are the bilinear parameters and k =0V q.

Bilinear Vector Autoregressive-Moving Average Model (BIVARMA)
Combining Eq. 6-9, the BIVARMA model emerges:
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nomaxp n mag nomax pamaxg

Xy = Z Z VraXnk T A iBass + P i KissBas +

r=1 k=] =1 I=1 r=1 k=1 [=0

max g max p

Z P X a8y + 8y (10)

i=l k=0

ips

=

Unlike Eq. 5, Eq. 10 comprises both the vector linear and vector non linear components. This
study seeks to compare the performances of the two vector models (Linear and Bilinear).

RESULTS

Estimates for the VARMA Model

The distribution of partial autocorrelation function of the non stationary series suggested pure
AR process of order 3 for X, AR process of order 2 for X, and AR of order 1 for 3. Similarly,
autocorrelation function of the series suggested pure MA process of order 1 for X, MA process of
order 1 for X, and MA of order 2 for X, The regression estimates obtained provide the model below
for the vector linear part.

X, = 0.130X,,, +0.235X,, | +0.974X, _ +0.224X,, , + 0.020X,
~0.153g,, | +0.189%,, , — 0.2428, , —0.563¢,,_,

g+ 0.196%, an

where, v, = 0.130, v, ;= 0.235, v, ;= 0.974, v,, = 0.224, v,;, = 0.020, v,;, = 0.196, A, ; =0.153,
A =0.153, A, =189, A, =242, A, =563.

Estimate for the BIVARMA Models

The bilinear vector autoregressive moving average model consists of two parts. The first part is
the linear vector VARMA model, while the second part comprises the sum of the non linear
components from AR and MA processes. The non linear part is product of lagged vector elements and
white noise. Estimates of the BIVARMA parameters and fits were obtained by treating Eq. 10 as an
intrinsically linear model. The following parameter estimates were obtained:

The regression estimates obtained produce the following models for the three vector

elements:
X, = 0.276X,,, +0.0564X,,  —0.099X,  +0424X,,_, + 01263, + 019X, _,
—0.005g,,_, +0.02892,,_, +0.181e,,_, + 0.0549,,_, +0.00162¢,, X,
—0.0006728,, X, — 000113z, X, +0.00198z,_ X, , + 0.000232e, X, , (12)

+0.0002782,, X, , +0.000347¢, X, ,+ 0000893z, X, ,+0.000737¢, X, ,
+0.002815, X,, , —0.00904z, X, ,

X, = 0.079%,,, +0.330X,,_, —0.475%,_, +0.112X,,_, +0.597X,,_, -0.0277X,,_,
+0.0158,, +0.1268,,_, + 0430s,,_, + 0.228z,,_, + 0.000108z,, ,X,, 13
+0.00141g,, X, +0.000079, X, , +0.000173s, X, ,+ 000285, X, ,
—0.000238,,_, Xy, , +0.001208,, X, ; — 0.007158, %,

2t-2

X, =-0.029%,,_ —0.072X,,_, + 0.932X,_, —0.0038X,,_, +0.0741X,,_, +0.0851X,, ,
+0.05798,,, +0.063e,, | —0.204e,,  —0.074e,, , — 0.00033%,, X, , a4
+0.000094s,, X, , +00111e, (X, , +0.00108s, X, , —0.00167¢, X, ,
~0.002068,,_,X,, o+ 0.001938,,_,X,.
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As could be seen above, these models are linear in states X, but non-linear jointly with €, , as
the name bilinear implies. The estimates provided by the above models are displayed in Table 2 and
are found to be good, as evidenced by the closeness between the Actual and the estimated values.

Residual Variances

After fitting the models, the calculated residual variance from Eq. 11 is 81.19. Similarly, the
residual variances for the bilinear vector models in Eq. 12-14 are 15.78 for X, 21.26 for X,,and 21.13
for X, Comparatively, the residual variances of the bilinear models are smaller than the variance
obtained from the linear vector model. This makes bilinzar vector ARMA models superior to the linear
ARMA counter part.

Plots of Actual and Estimate Values

The actual and estimated values of our models presented in Table 1-3 are plotted in
Fig. la, b-3a, b below. Each figure displayed contains two plots (the actual marked by o and the
estimate marked by +).

Table 1: Three sources of internal generated revenue (X, X, Xa)
SN X Xa K SN Kt Xa Kt SN i Xa Xt

1 30.87 17.01 13.86 41 186.82 139.41 47.41 81 164.91 145.21 19.70
2 31.26 17.31 13.95 42 169.89  137.98 31.91 82 215.65 139.52 76.13
3 29.35 16.10 13.25 43 176.91  147.73 20.18 83 167.03 151.33 15.70
4 30.05 18.68 11.37 44 256.21 23838 17.83 84 219.36 160.19 59.17
5 25.96 17.46 8.50 45 260.00 169.12 90.88 85 176.06 129.01 47.05
6 30.31 20.55 9.76 46 43475 30815 12660 86 251.51 70.66 180.85
7 31.54 17.04 14.50 47 258.23  207.11 5112 87 32511 207.01 118.10
8 45.20 23.85 21.35 48 169.79  143.58 26.21 88 257.86 192.54 65.32
9 41.07 20.57 20.50 49 358.15 32897 20.18 89 195.03 162.92 32.11
10 45.46 24.86 20.60 50 39726  383.01 14.25 90 220.52 165.52 55.00
11 48.17 29.65 19.03 51 279.01 15271 12630 91 225.77 107.42 118.35
12 40.17 28.67 11.50 52 220.75  157.39 63.36 92 167.89 120.52 47.37
13 45.79 29.76 16.03 53 178.99  149.68 20.31 93 198.30 112.85 85.45
14 3276 22.89 9.87 54 164.50  105.69 58.81 94 257.08 115.70 141.38
15 3077 23.25 7.52 55 192,33 138353 53.80 95 183.01 110.86 72.15
16 32.07 21.97 10.10 56 198.54  100.29 98.25 96 106.12 76.75 29.37
17 37.83 19.64 18.19 57 143.54 86.21 57.33 97 207.17 156.60 50.57
18 43.85 22.60 21.25 58 15590  124.20 31.70 98 209.36 179.21 30.15
19 3077 12.60 18.17 59 19851  120.68 77.83 99 309.66 191.79 117.87
20 37.06 14.53 22.53 60 260.93 17579 85.14 100 391.27 25899 135.28
21 31.96 10.61 21.35 61 20044 270.84 28.60 101 38893 232.97 155.96
22 29.00 10.30 18.70 62 211.02  185.08 25.94 102 25032 198.14 52.18
23 30.306 15.04 15.32 63 188.06  158.68 29.38 103 32870 289.35 39.15
24 36.63 16.90 19.73 64 25271 247.66 5.05 104 47541 285.73 189.68
25 45.77 3045 15.32 65 185.72 16047 25.25 105 39698 241.31 155.67
26 50.00 31.50 18.50 66 101.75 77.25 24.50 106 461.13 317.68 143.45
27 72.50 55.20 17.30 67 145,56  118.56 27.00 107 331.10 138.69 192.41
28 7718 51.73 25.45 68 18441  156.59 27.83 108 363.17 263.85 99.32
29 104.08 67.58 36.50 69 18441  156.59 27.82 109 24850 202.20 46.30
30 120.70 80.90 39.80 70 149.33 73.20 76.13 110 339.98 224.38 115.60
31 15731 11147 45.87 71 15339 13819 15.70 111 377.75 245.45 132.30
32 22045 16479 55.66 72 171.38 11546 5592 112 300.42 244.67 55.75
33 198.76  132.35 66.41 73 180.48 96.33 84.15 113 366.28 303.08 63.20
34 171.03  156.70 14.33 74 170.13  135.03 3510 114 441.37 270.02 171.35
35 23197 205.76 26.21 75 184.16  145.96 38.20 115 246.69 151.69 95.00
36 34358 32112 22.46 76 124.36 81.71 42.65 116 41648 327.73 88.75
37 14373 132.88 10.85 77 22296 194.45 28.51 117 32097 213.59 107.35
38 12616 91.21 34.95 78 17575 151.25 24.50 118 347.35 27214 75.21
39 107.93 74.75 33.18 79 614.93  587.93 27.00 119 422.91 291.66 131.25
40 16204 13941 22.63 80 14232  114.50 27.82 120 641.23 485.56 155.67
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Table 2: BIVARMA Estimates of the generated revenues (X, X5.X3)

SN Xpy ot Xt SN X ot Xz SN Xpy X Xt

1 * * * 41 160.78 124.99 28.43 81 140.62 29.87 42.67
2 * * * 42 176.33 154.77 3111 82 220.52 100.91 62.37
3 * * * 43 183.55 138.48 39.62 83 179.58 147.59 32.51
4 29.64 1645 1222 A1 25292 201.90 36.38 84 21841 168.46 34.67
5 28.79 1757 1071 45 250.14 188.48 46.05 85 181.84 146.09 42.91
6 28.74 1878 8.86 46 15642 29827 130.03 86 221.34 72.22 60.74
7 28.49 1890  10.33 47 267.25 200,29 24.02 87 309.64 125.58 87.69
8 31.82 1941 14.34 48 190.12 147.41 53.93 88 249.10 145.71 63.51
9 35.74 20,07 19.13 49 368.10 326,74 34.91 89 198.13 188.65 56.04

10 41.35 2325 1870 50 401.66  382.28 42.47 90 222.24 174.84 67.02
11 43.10 23.03  19.09 51 284.93 102.92 50.10 91 221.78 126.96  103.62
12 44.15 2801 1675 52 188.18 166.46 41.97 92 188.62 140.36 592
13 45.32 3044 12,98 53 151.86 151.92 58.21 93 193.30 122.66 45.05
14 41.76 2836 1516 54 164.79 126.12 53.32 94 23831 115.16  116.58
15 39.25 2729 1046 55 194.77 137.73 62.86 95 190.10 118.84 77.42
16 34.20 2292 9.19 56 189.78 115.03 85.69 96 121.36 102.29 47.37
17 32.79 2263 11.22 57 161.08 107.76 63.69 97 204.45 120.17 45.86
18 35.10 2078 1721 58 165.75 110.66 46.58 98 186.24 114.22 45.49
19 36.57 239 1870 59 182.74 115.68 55.50 99 278.09 203.13 65.55
20 37.20 17.54  17.58 60 238.02 156.26 86.81 100 39829 252.91 151.01
21 32.92 11.75  20.23 61 300.72  233.26 39.30 101 423.53 252.78  186.30
22 31.83 1219 18.28 62 22276 21181 44.38 102 22719 224.57 21.55
23 29.86 980 1619 63 198.58 181.26 44.51 103 352.24 305.14 64.82
24 29.23 1248 1476 64 25774 217.98 37.49 104 111.34 27279 123.04
25 33.10 1654  16.65 65 193.99 182.89 27.67 105 419.00 207.58 142.24
26 39.24 2518 1517 66 126.35 114.29 27.54 106 166.83 317.00 114.92
27 51.08 3533  17.38 67 159.23 121.94 34.76 107 337.65 152.68  203.55
28 61.35 4645 19.54 68 161.62 120.67 35.02 108 361.66 285.21 50.90
29 81.65 59.64 2803 69 181.08 160.89 34.28 109 266.84 223.84 57.78
30 98.17 66.40  37.33 70 161.09 111.70 51.72 110 355.74 240.90 98.44
31 129.13 90.06  42.32 71 171.74 137.21 32.04 111 389.56 220.85 15875
32 180.66 12863  52.00 72 163.10 114.79 33.47 112 321.70 241.62 51.27
33 196.15 14452  66.86 73 177.66 114.82 75.73 113 400.64 319.01 79.66
34 196.25 17043  36.15 74 178.02 125.35 45.69 114 439.61 28444 156.79
35 23256 19166 30.47 75 181.88 137.38 43.75 115 173.30 145.75 78.69
36 32052 30112 3736 76 140.69 112.18 48.91 116 101.65 320.28 99.48
37 165.25 15241  38.66 77 217.47 166.19 40.61 117 300.27 197.04 10433
38 133.65 10623  31.49 78 170.90 148.76 38.13 118 328149  302.80 86.57
39 114.56 8262 4834 79 559.59  525.90 31.03 119 111.27 30472 124.54
40 148.60 105.97 33.28 80 123.47 59.79 58.22 120 599.83 19463 172.00

Table 3: Estimates of the VARMA model

SN 1 2 3 4 5 6 7 8 9 10 11 12

Xie * * * 31.82 3154 2923 3043 30.68 3831 40.09 4736 4655
SN 13 14 15 16 17 18 19 20 21 22 23 24

X 4450 4858 3589 3657 3293 3497 3803 3818 4330 3741 3741 3591
SN 25 26 27 28 29 30 31 32 33 34 35 36

Xie 3884 3934 48.61 5659 6867 8470 10077 13035 169.95 184.28 169.72 210.53
SIN 37 38 39 40 41 42 43 44 45 46 47 48

Xi 22842 18353 167.69 11379 130.81 13534 15657 14254 191.53 23377 306.03 19145
SIN 49 50 51 52 53 54 55 56 57 58 59 60

Xt 190,82 25566 273.63 31031 21673 240.64 19590 16563 200.34 15521 179.82 189.90
SN 61 62 63 o4 65 66 67 68 69 70 71 72

Xie 19748 23841 24292 197.00 18266 190.59 13227 13787 14130 15469 16498 12865
SIN 73 74 75 76 77 78 79 80 81 82 83 84

Xi 186,92 15507 15770 191.93 143.88 169.28 16649 34053 233.00 20582 207.99 139.83
SIN 85 86 87 88 89 90 91 92 93 94 95 96

Xt 21993 13621 24442 21899 30626 249.17 22751 21688 14631 14869 190.00 203.70
SN 97 98 99 100 101 102 103 104 105 106 107 108
Xie 18241 19331 16191 26036 28503 36529 30097 34653 399.64 26651 359.89 33034
SIN 109 110 111 112 113 114 115 116 117 118 119 120
Xi 371.02 32417 33831 29718 29325 365.80 38562 26829 391.20 24228 24854 37286
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The plots reveal that there is a strong marriage between the actual and the estimated values of the
bilinear vector ARMA models. This is an indication of a high degree performance by the bilinear
models. However, the great disparity in the actual and estimate plots of the pure vector ARMA model
makes it inferior to bilinear models.

CONCLUSION

In essence, this study established the vector bilinear ARMA model and compared its performance
with vector ARMA model. From the minimum variance property and graphical verdict shown, there
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is no gain saying the fact that some series especially, revenue series assume not only linear component
but also non linear part. This is so because of the random nature of observations assume by certain
processes. The result of this study confirms that non linear models such as bilinear vector ARMA are
superior to pure linear vector ARMA models.

DISCUSSION

Through our practical illustrations in applying the vector bilinear models, we are led to believe
that this new class of models offers exciting potential in the analysis of revenue data and opens up new
vistas.

Comparatively, present result has contradicted the conclusions drawn by Imeh (2007) and John
(2008). Whereas, Imeh (2007) and John (2008) emerged linear models as the best; this study is in
support of Maravall (1983).

However, we have to note that this study utilized a vector bilinear approach as opposed to the
univariate cases prioritized by the aforementioned authors; hence the difference in the respective
outcomnes.

Besides, we cannot ignore the fact that choice of data may also affect our results. Since present
findings are restricted to economic time series data, evidence obtained here cannot be conclusive in
general. Therefore we, suggest that this approach be extended to other cases, especially the modeling
of hydrologic time series that are measured at short periods of time such as hourly or daily time
intervals where the fitted stochastic models must take into account unique non linear properties of the
data that are caused by complex physical processes.
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