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Abstract: With the great expansion of the Internet in the past few years, many new service providers and
venders of networking equipment evolved to compete against one ancther. This melting pot has called for a
comprehensive, universal and practical approach to the performance evaluation of devices running the most
widely used technologies and applications. In this paper we address testing methodologies considering in most
cases an Asynchronous Transfer Mode (ATM) device and a network of such devices. The proposed
methodologies addresses network performance and characterization based on gained industrial practical
experience from two perspectives: the service providers and vendors of switching/routing equipment. These
procedures although mostly specific to ATM can be easily generalized to other technologies.
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INTRODUCTION

The explosive growth of multi-service networks has
placed the focus on the scalability and performance
issues of the current network infrastructure. Internet
Service Providers already having large networks or fast
growing networks in size and customer base are more
vulnerable to network failures due to lack of proper design
and well defined network performance and scalability
characterization. The proper design of a network based on
performance measures and desired scalability is the key
element to preventing network failures and to control and
limit the consequences of any failure once it happens.

In this document we outline a strategic direction by
which to empirically tackle the cuantification of the
general areas of network performance. Conceptually, one
can take a look at the topics of performance and
scalability from a function-by-function perspective. The
approach outlined in this document discusses
performance in a holistic approach across the
switch/router and it’s applications. The reasoning behind
this approach is that there are many aspects that can be
measured or that compromise performance that are
independent of the particular system component. CPU,
utilization, memory consumption and the efficiency or lack
thereof in implementing software algorithms such as
search or storage functions are examples of metrics of
concern common to most applications. Figure 1 illustrates
the way the performance approach cuts across multiple
disciplines focusing on each area as a quantifiable user of
system resources,

In order to fully understand the complexities of the
network element not just as it is fully built out, but as it is

deployed in a network, it is necessary to take a multi-
disciplinary approach to quantifying key performance and
scalability metrics. Figure 2 highlights graphically the
approach taken. In an ideal world, we would be able to
have an instantly provisionable several hundred node
network for each engineer to run through what-if
scenarios to best emulate deployed networks in the field.
Practically speaking, this is not feasible. In lieu of
exclusively building out large networks, an approach
which combines real network configurations with much
larger emulated networks allows a much faster turnaround
for test results of what if scenarios and a more feature rich
set of benchmarking experiments that can ideally
characterize even the largest networks. This is simply
another approach and set of tools that is an enabler of real
answers to some of the most difficult performance and
scalability questions.

One of the most important aspects in creating a
successful performance and scalability engineering effort
is to have a well-defined understanding as to where it fits
into the product development and deployment lifecycle.
The earlier the concepts of performance and scalability are
addressed in the cycle, the more impact it will have on the
product. Likewise, without collective history of what was
done right and what was done wrong from a performance
and scalability perspective, the more likely the same
mistakes will be made on new hardware and software
projects. Figure 1-3 highlights the process by which
performance and scalability becomes an integral part of
the product lifecycle.

In this document we apply the general strategy
outlined in this section to a more focused tactical
approach meant to fully understand the metric being
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Testing classification: Testing of a specific network
element or a collection of elements 1s usually done by two
parties: the vendors who sell these products and the
customers who use them. The testing done by the vender
is mostly done to debug and discover any potential
software or hardware pitfalls or what 1s called bugs or
defects and limitations. This is usually an elaborate
testing which is done during and after the product
production cycle. This testing is done using both the
white box and black box approaches which are detailed
below. The testing done by the vendors most likely to be
generic and not tailored toward a specific customer
especially when the customer base of the product is large.

However, the testing done by customers is usually
limited in nature and tailored toward their own
applications and specifications. This testing is of the
black box type only and defects or limitations found
mostly apply to a specific scenario or application.

‘White box testing: White box testing is done primarily by
equipment vendors who have detailed architectural
mformation that give them insight not necessarily
available without access to specifications and source
code. This type of testing will allow the tester to:

® Look mtoareas of potential concern or weakness that
they might expose and mitigate

& Quantify limitations to help customers architect
around them

® Baseline behavior that could be fed into models to
predict the impact of future enhancements to
software and hardware

® Access proprietary information about the tested
software and hardware

® Test in a debug mode environment with access to
source code

& Verify reported defects and proposed solutions at a
faster base.
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Black box testing: Black box testing is done by anyone
using the product of mterest to understand and
the without knowledge of

specifications and source code. Black box testing is

characterize behavior

extremely useful in:

® Allowing vendors to test a box i a more general way
typical of a customer test or deployment scenario

e Allowing customers to “reverse engineer” the
behavior of a box without access to proprietary
mformation

& Controlled lab environment testing of specific feature
or application

® Interoperability testing with other network devices to
ensure compatibility and rehability of a network that
might consist of equipments of several vendors or a
mixture of the same vendor equipment.

Performance metrics and testing methodologies: When
considering ATM performance metrics!" " it is important
to consider the different connection types that exist and
the unique metrics associated with each type. The three
main types of connections on an ATM switch are PVCs,
SVCs and SPVCs. The differences between these
connection types are best understood from the
perspective of the DUT. Table 1
comnection types and the dynamic of their setups. Below
we briefly provide a description of each type.

summarizes the

PVCs: From the DUT’s pomt of view, a Permanent Virtual
Circuit (PVC) endpoints must be explicitly defined. In
other words, an explicit interface and VPI (PVPC) or
VPI/VCT (PVCC) must be defined for each circuit endpoint.

SVCs: From the DUT’s point of view, a Switched Virtual
Circuit (SVC) endpoints are signaled via the User to
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Table 1: ATM connection types and their set-up mechanism

Connection Type Originating EP

Tnterswitch EP

Interswitch EP Terminating EP

PVC Static
SPVC Static
SVC Dynamic

NA

Dynamic
Dynamic

NA
Trynamic
Dynarmic

Static
Static
Dynarnic

Network Interface (UNI) protocol. In other words, the
circuit endpoints are negotiated between the attached
device and the DUT. Likewise, in the inter-node case the
Private Network to Network Interface (PNNI) endpoints
are negotiated between the nodes connected with a PNNI

link.

SPVCs: From the DUT’s point of view, a Soft PVC’s
(SPVC) endpoints must be explicitly defined. In other
words, an explicit interface and VPT (PVPC) or VPI/VCT
(PVCC) must be associated with a particular ATM
address, which 1s defined for each circuit endpomnt. Like
with SVCs, the PNNI endpoints are negotiated between
the nodes connected with a PNNI link.

Element node/card stand alone performance

System and card boot time: One of the essential
performance metrics that distinguishes vendor devices is
the boot time of the device. It 1s ecritical to service
providers to maintain a short boot time for a device or a
card on it running in a production network. Minimum
service disruption time upon a network failure is what
customers are looking for when buying their services from
an [SP.

The amount of time it takes a DUT or one of its cards
to boot or fail over may or may not be related to a wide
variety of metrics including: number of cards, card types,
number of virtual mterfaces, number of circuits, number of
configured adjacencies, the size of the routing database
and routing table, etc. In order to understand the
contribution of each component to boot time one metric
at a time should be varied while holding the rest of the
metrics constant.

The results of this set of tests should be bimodal. If
the metric being measured has no effect on boot time, the
boot time would be flat across all data points. If the metric
being measured does have an impact, the impact would
most likely be linear, although in some special cases an
exponential type of increase might occur. The followimng
metrics should be applied against boot /fail over time for
a DUT as a minimum.

Number of cards: Vary the number of cards of a given
type between 1 and n where n 1s the maximum number of
cards of a given type that can be supported by the DUT
and measure the time it takes to reboot the DUT as well as
one of the cards.
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Card type: Put only one card of a given type in the
chassis at a time and compare the boot time of each
different card type.

Number of virtual interfaces: On a given card type,
measure in fixed increments from 1 to n (where n = the
maximum number of supported virtual mterfaces) the time
it takes a card to boot. Once the maximum has been
reached, configure additional cards in the same manner
(i.e. also with the maximum number of virtual interfaces)
from 1 to n and measure the system boot time.

Number of circuits: On a given card type with one or
more virtual interfaces, measure in fixed increments from
1 to m (where m = the maximum number of supported
circuits) the time it takes a card to boot. Once the
maximum has been reached, configure additional cards in
the same manner (i.e. also with the maximum number of
circuits) measure the system boot time.

Redundant/resilient failover: The intention of this
section is to quantify the performance of DUT in the case
of resilient and redundant failover. This should be done
for all of the card types m the system which can be
configured in a redundant/resilient mode and metrics
appropriate for each card type should be applied.

1/O processor card fail over

1/0 processor card failover performance can be broken
down into two main categories

® 1:X (where X =1 or N) Protection scheme fail over,
this done at the card level where a card would be
configured as a backup card for 1 or more cards
mcase of a failure.
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Fig. 5a) Serialized throughput test setup (intracard), b) serialized throughput test setup (intercard)

® Automatic Protection Switching (APS) switchover.

As defined in Anonymous"”, linear APS is a
standardized specification that allows interoperability
among multiple vendor switches. APS at the line
layer fully protects all connections within the line.
There are two types of linear APS: APS 1:N and APS
1+1. The APS 1:N specification provides one backup
or protection line to protect every N (where N 1s
greater than or equal to 1) working lines. The APS
1+1 specification provides one protection line to act
as a backup for one working line. In either APS 1:N or
APS 1+1, should the working line experience a failure,
the protection line automatically takes over and
restores data flow to the network.

Both of these categories can be further broken down
by the type of outage measured. Two main types of
outage are:

Data plane: This is defined as the outage time in
processing user packets. Performance testing should be
conducted in APS, 1:1 and 1:N test cases using the same
methodologies applied towards all other performance
metrics. Single point measurements can often be
misleading and dose not provide the context by which to
determine the behavior. Data plane outage time can be
measured by mjecting cells across a configured SVC at a
fixed interval and measuring the outage time. The error of
this measurement is +/~ the interval time. The maximum
outage time will be ascertained by making the
measurement have the lowest restoral priority.

Control plane: Tn addition to the data plane outage
characterization outlined in the previous section, another
important measure of system availability will be to
characterize the ability of the DUT to be able to process
new call setup messages post failover. The ideal
methodology would be to measure the availability of
the control plane m such a way as to set a tiume-
stamped flag when the control plane becomes unavailable
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and another when availability resumes. These timestamps
should be used in a way that would be least likely to
perturb the very performance we are looking to measure.
A good corroboration to this technique would be to do it
with a fixed level of periodicity send call setup attempts
and measure the outage during the failover period. A
balance would have to be struck between the precision of
the measurement using this techmque and the additional
perturbation such a test would have on the failover time
due to CPU loading.

Software load time:One of the important features that
service providers look for in a switch/router is how long
would a software upgrade take. A test should be done
first to measure the time it takes to reboot a node on the
same software release, then measure the tume it takes to
reboot a node with a new software release. The time
measured here should be from the moment the reboot
takes place to the moment that all services are restored on
the switch/router. With newer software releases that
might contain extra code modules, it is often expected an
extra delay in boot time upon an upgrade from a previous
software release. In addition it 1s always recommended
that a sunilar test 1s done for software down grade from a
newer release to an older one.

Throughput benchmarking: Throughput 1s possibly one
of the most commonly measured yet commonly miss-
measured of all performance metrics. The most common
misinterpretation usually made is the significant difference
between lossless and lossy (henceforth referred to
as full-load  throughput) throughput. Lossless
throughput can be described as the maximum achievable
packet-forwarding beyond
are queued and/or discarded. Full-load throughput can
be defined as the maximum achievable packet-
forwarding rate based on a given input rate with
no regard to the maximum achievable lossless rate of the
DUT. In other words,
measuring packet-forwarding capacity on an mterface

rate which packets

the techmque consists of
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streams to ensure that they are honoring their traffic
contracts. The most common measurement of CDV 1s what
1s referred to as peak-to-peak CDV. Peak-to-peak CDV 1s
simply the delta between CTD,_,, and CTD_,, within the
same media stream. Another definition for CDV is the
inter-cell delay variation which measures differences
against the nommal inter-cell spacing within the same
media stream™?. CDV can have a drastic effect on the QoS
of certain applications especially real-time ones, like video
conferencing or audio™”.

When testing the performance of a DUT, CDV will be
measured using one of the mentioned definitions similar
to the way the CTD is measured.

Priority/fairness: Prionity can be described as the
relationship between two or more streams of traffic as
they vie for system resources (such as shared queue
capacity and output port servicing) between QoS classes.
In ATM, for example, the compansons from a priority
perspective deal with the relationship between QoS
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classes (CBR, VBR-RT, VBR-NRT, URR, ABR) as shown
in Table 2. Different priority schemes are used by different
vendors. These schemes include: Strict prionity, weighted
round robin, weighted fair queuing, etc.

Priority and fairness as it pertains to the DUT or any
other switch can be quantified in terms of not only
throughput, but also latency. For the setups shown in
Fig. 7 and 8 the impact of one QoS class on another in
terms of CTD and CDV should also be measured.

Operational queue depth validation: Depending on the
architecture of the DUT, 1t might have a shared ingress or
egress buffer pool available to all QoS classes of size m
Kcells, which might be shared equally amongst all cards
and then further subdivided per QoS classes which are
given different priorities. It is important to understand the
relationship of buffering to both QoS class as well as how
fairly the buffer pool is shared between configured
circuits, that is per VC queuing.

Per QoS class: One way to validate the Queue depth per
a QoS class is by sending a traffic stream at the highest
priority destined for a given output port at 100% of line
rate (assuming that a port can achieve 100% without
queuing ). A burst of cells at lower or equal priority can be
sent to the same port. Since the input to the queue and
the servicing of that queue are equal, then finding the
maxunum burst that can be achieved before cells are
discarded is the effective queue depth of that port for the
QoS class being tested.

Virtual per VC Queue depth as a function of provisioned
circuits: For architectures that employ a buffer pooling
scheme, it is important to verify that the buffer pool is
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being shared equally between streams. To accomplish
this, a traffic stream should be sent at the highest priornity
destined for a given output port at 100% of line rate
(assuming that a port can achieve 100% without
queuing). Two or more bursts of cells at lower or equal
priority can be sent to the same port. Since the mput to
the queue and the servicing of that queue are equal, then
finding the maximum burst that can be achieved before
cells are discarded is the effective queue depth of that
port for the QoS class being tested. If the number of
streams 1s 1, then the overall queue depth should be split
equally between the lower priority streams.

Switched Virtual Circuit (SVC) performance: Switched
Virtual Circuits are similar in structure to PVCs, but SVCs
are provisioned on demand by the Customer's Premise
Equipment (CPE). The CPE signals the ATM cell relay
network to set up and tear down logical commections. The
network will respond to the signals by provisioning a
virtual connection across the network based on quality
of service parameters requested, provided that sufficient
network resources are available to establish the
connection. SVCs utilize Constant Bit Rate, Variable Bit
Rate or Unspecified Bit Rate.

There are a number of different methods of measuring
SVC performance. We will cover some of the more
typically used metrics. An important note to make 13 that
performance is usually measured to determine a maximum
rate that the DUT can handle before processing overload
conditions which would elicit such additional work as call
rejections.
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For each test setup shown in Fig. 9 through 11, a
number of different call profiles should be run. Each
profile will look at a different aspect of call loading and
call latency that will be important to how network
designers layout their networks. Below we specify and
detaill these different call and different
measurements methods as they apply.

profiles

Burst setup rate: This is the measurement of the maximum
call setup arrival rate the DUT can handle. For this test,
the call duration is set to infinite (1.e. greater than the test
duration). Different sized burst should be used and the
maximum burst rate for each setup burst size should be
measured. A successful test run 1s considered when all of
the connect messages are received back at the calling test
equipment within the prescribed test interval with no
cause codes issued.

Method 1:
Avg. Burst Setup Rate (burst avg.)is: 7

n

tsetup_l

where n = the number of calls in the burst, t.,,.;, = the
time of the last cormect and t, = the time of the first
setup

conneckn

setup_l

Method 2: n
Avg. Burst Setup Rate (call avg.) 1is: W ., where a
1942%

is the setup to connect time for a given call and n is the
number of calls specified.
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Burst teardown rate: This is the measurement of the
maximum call release arrival rate the DUT can handle. This
test begins with a fixed number of calls setup. For that
fixed number of calls. A burst of release messages should
be sent from the test equipment to the DUT. This test
should be repeated varying the amount of calls to be torn
down. The maximum burst teardown rate for each burst
size should be measured. A successful test run is
considered when all of the release complete messages are
received back at the calling test equipment within the
prescribed test interval with no cause codes 1ssued.

Method 1: Avg. Burst Teardown Rate (burst avg.)

. n
18 .where n = the number of

gele ase-complete_n _trelease_l

calls in the burst, ... s o = the time of the last release
complete and t,,;.... = the time of the first release

Method 2: Avg. Bust Teardown Rate (call avg.)

n
where a is the release-to-release
complete time for a given call and n 13 the number of calls

specified.

Per-call setup latency: This 1s either the average or the
explicit measured setup to connect time for a given call. It
is important to note that due to batched processing of
messages, the average call setup latency within a burst
can often be lower than the average setup to connect
latency of a given call Several different measurement
techniques can be employed to better understand the
latency behavior. Three common methods are as follows:

Method 1: Avg. Call Setup Latency within a Burst

t

connean_tsetup_l

n

is: where n= the number of calls

in the burst, t,,..., = the time of the last connect and
t,amp s = the time of the first setup

Method 2: Avg. Call Setup Latency is:&
n

where a is the setup to connect time for a given call and n
is the number of calls specified.

Method 3: Avg. Call Setup Latency 1s:
where a is the average setup to connect time within a

sample period and n is the number of samples m a test
run.
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Per-call teardown latency: As with per-call setup latency,
per-call teardown latency is the measured release-to-
release complete time for a given call. It 1s important to
note that due to batched processing of messages, the
average call release latency within a burst can often be
lower than the average release-to-release complete latency
of a given call. The difference 1s as follows:

Method 1: Avg. Call Release Latency within a Burst is:

n

- wheren = the number of calls
I"relea\sefcompletegn I"release,l

in the burst, t,. .. cmgeen — the time of the last release

complete and t,,,... , = the time of the first release.

Method 2: Avg. Call Release Latency 1s:

where a is the release-to-release complete time for a given
call and n is the number of calls specified.

Per-call setup to disconnect latency: This latency 1s
measured as the time period from the time a setup
message is sent to the time the test equipment sees a
release complete message with a zero duration call.

Maximum continuous loading rate: This test consists of
discovering the maximum zero call duration rate a switch
can run at. This test should be run overnight (at least 8 h)
to ensure that no memory leaks or other resource
impairment exist that would affect the system
performance.

Maximum loading with five-minute call durations: Five
minute call durations are a metric that is commonly used
to benchmark calls in legacy voice networks. This test
should be run overnight (at least 8 h) to ensure that no
memory leaks or other resource impairment exist that
would affect the system performance.

To illustrate the performance of a DUT, consider
Fig. 12a which shows a theoretical example of what would
be typically seen if the DUT had the ability to queue calls
that were not processed due to lack of resources. In our
example plot, this behavior 13 indicative of a system that
could handle the offered rate of 1000 setups/sec for up to
3 sec. Thus says that given owr terminal rate (rate at which
a DUT can process setups up to its capacity) of 680
setups/sec, we can assume at a 3 sec burst we are
queuing: O-T,

Where O, 1s equal to the number of offered calls in
the period and T, is equal to the terminal rate performance
for that same period. This 1s not an absolute measure of
calls queued since different DUT signaling subsystem
architectures will process calls differently.



Inform. Technol. J., 3 (1): 79-92, 2004

1200+

Setup rate (setup/sec) 120 - Average latency (ms)

10001 1004 4

800+ R0-

600 60-

400 40

2004 201 )

0 T T T T r . 0 T y T T T 1
0 10 20 30 40 50 60 0 10 20 30 40 50 60
(@) ®
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The queuing of these calls is reflected in Fig. 12b.
Note that the average call latency 1s the average latency
for a given call and that due to concwrent processing;
more than one call is processed at a time in most DUTs.

Signaling (UNI) code path as bottleneck: User to Network
Interface (UNI) provides the signaling mechamsms for
dynamically establishing, maintaining and clearing ATM
connections at the ATM User-Network Tnterface!'!.

The test configurations shown m Fig. 9 through 11
will focus on the UNI signaling performance in three basic
configurations. Intracard, where the calls are being
sourced and sinked on the same /0 processor card.
Intercard; where the calls are being sourced and sinked on
different /O processor cards. And Interswitch; where the
calls are being sourced and sinked on different /O
processor cards on different switches with the added
dimension of PNNI links connecting between these
switches. However, in third case the PNNI link or Links
between the two switches must be able to handle the SVC
testing easily without being overloaded so that they do
not act as the bottleneck. The limits obtained in the tests
specified in the previous sections are due to the UNI code
path limitations. In other words the limitations of the
signaling path used for SVCs.

Private Network to Network Interface (PNINL): PNNIM 15
a touting protocol that is link state based and used in
ATM networks. The function of PNNI routing
protocols include the discovery of neighbors and link
status, database sychnchronization, construction of
routing hierarchy and flooding of PNNT topology state
elements (PTSEs). In PNNI reachability information

comsists of addresses and address prefixes which

describe the destinations to which calls might be routed.
Topology updates are advertised using PTSEs in the
PNNI routing domain.

PNNI performance can best be broken down into two
major components; PNNI signaling and PNNI routing.

PNNI signaling: PNNI signaling 1s simply the mternode
compliment to UNT signaling that allows user (outside of
the DUT) initiated calls to setup through and between
Measuring PNNI call setup
performance 1s most effectively measured indirectly by
setting up UNT calls over the PNNI links and measuring
such things as:

intermediate nodes.

Call setup rate

Call teardown rate
Sustainable call rate

Call crankback/reroute rate

Further dimensions can be given to this testing such
as varying number of hops between the two end points,
topology (such as mter/intra peer group, hierarchy,
degree of comnectivity, etc.) and mumber of calling/called
endpoints

Figure 13 shows that an increased number of /O
processors originating and terminating the calls over the
same link as compared with Fig. 11. This will allow the
cards hosting the PNNI link to act as the bottleneck so
that the effective call setups limitations of the PNNT link
can be determined.

PNNI routing: Since PNNI routing is a topic that has
network wide ramifications and is best discussed in that
context.
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Network performance metrics: There are several metrics
that one can consider when evaluating the performance of
a network. In this paper we will only consider several of
them, based on what we think most impertant. These
metrics are explained below in detail.

Network size and hierarchy: The performance metric here
is the balance between the size, load and hierarchy of a
network. There are several network design considerations
that one must consider when building a network or
expanding on an existing one. Intermnet Service Providers
with large networks or fast growing networks in size and
customer base are more vulnerable to network failure due
to lack of proper design of their networks. The proper
design of a network is the key element to preventing
network failures and to control and limit the
consequences of any failures once it happens. Once a
failure happens, network convergence and recovery time
becomes very crucial especially when the network failure
might have a great financial impact on both the TSPs and
their customers. There is always a compromise between
the network operational and maintenance (OAM) cost and
the complexity of the design of a network. The more
complex a network, the greater its OAM cost.

Large networks runming real-time applications can be
vulnerable to network failures which can be driven by an
mdividual compenent i the network or as a result of a
propagation of certain events. Once a failure happen in a
large network, its impact is usually spread very fast and
some times might causes a network meltdown. The key to
limiting a network failure 1s to properly design a hierarchal
network where failure events can be localized and
maintained easily. For example, in networks using link
state routing protocols such as a flat large network
runming OSPF' as the IGP, if an OSPF related failure
event occurs, all nodes in the flat network would be
affected. On the other hand, if the network was
segregated into OSPF areas, the effect of the failure event
might be localized within its area with mimimal impact on
nodes in the other areas. A similar analogy can be stated
for an ATM network running PNNI. The effect of a
network failure might materialize m many ways; some
examples would be as follow:
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® A noticeable increase in the CPU load of the device
experlencing the failure and other devices in the
network

® Partial service disruption

® A total network melt down

When designing a network a set of what if conditions
must be considered and tested on a similar emulated
network prior to deployment. This set of what if
conditions must be tailored toward the applications,
technology and software features unplemented in the
network. The set of what if conditions might include but
no limited to the following:

® A fiber cut

® A line card or central processor failure

A sudden bandwidth change over multiple links that
might cause generation of control packets

A node failure

Simultaneous Multiple node failures

An addition of a new link or trunk

The creation of a new hierarchal level, such as the
creation of a new OSPY area or a new hierarchal PNNI
level.

Network redundancy: This network performance metric 1s
a measure of how redundant the network 1s. Network
redundancy can be accomplished in many ways; we will
only consider some of them.

® Re-route around link or card failures, that 1s alternate
path redundancy: when a fiber cut, hardware failure
or other type of catastrophic event occurs, the ability
of a network to route around such a failure 1s one of
the most mmportant weapons in the fault tolerant
network arsenal. Generally speaking, from an OSI
perspective the closer you are to layer one, the
quicker the restorable time will be. For instance layer
1 APS will generally be much faster than a layer 2
crank back which would generally be much faster
than waiting for a layer 4 restorable via TCP. Internal
to the DUT, there should be a number of fault
tolerant mechanisms to ensure that a fault never
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makes it to the physical (layer 1) or link layer (layer 2)
in the first place. The Fig. 14 and 15 show two
possible link and card redundancy mechanisms to
re-route traftic flowing via VCs over PNNI trunks.
Notice that redundant links or PNNI trunks are
configured on different cards and not on the same
card to account for card failure as well as a fiber cut

or link failure.

A measure of the network performance in this case

would the time it takes for traffic to re-route over failed
paths and the rate at which VCs are being re-routed at.

Ancther network redundancy issue is the central
processor redundancy. In this case, the use of one or
more redundant central processor on a particular
switch or router 13 essential to maintain stability in
the network. However, what is more important in this
case is the used mechamsm for a switch over from an
active to a redundant central processor. The switch
over must be seamless to other network devices and
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to applications running on the device. There should
be minimal if not no data loss or loss of connectivity
due to such a switch over. If the switch over 1s slow
and the network 1s somewhat large, the switch over
might triggers a chain failure events that might cause
a network melt down. A central control processor
switchover test should be run to determine if there is
any service or routing disruption.

When the network topology is hierarchal, lierarchal
redundancy is needed to avoid the creation of any
blackout areas. A black out area is a network segment
that becomes totally isolated from the rest of the
network upon a certain failure. For example, in Fig. 16,
if node A.5.1 was down, Peer Group (A,5), PG(A,5),
will be isolated from the rest of the network since the
node A.5.1 15 the only gateway for PG(A,5). However,
PG(A,1) has two gateways through node A.1.1 and
node A.1.2.

In certain cases, redundancy can be overdone to a
point where 1t might actually work against the
stability of the network. We refer to this as negative
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Network performance tools: To facilitate testing ofa DUT
or a network, one must have the needed proper tools with
the desired capabilities. In addition to available test
equipments, vendors of network devices might have to
develop their own tools especially when some of the
features offered are proprietary and could only be tested
with in house developed tools. Below are the two types of
tools a vendor will need to have to perform a
comprehensive test suite on the DUT or the network
under test.

Emulation tools: Various emulation tools will be required
to emulate heavy switch/metwork load. Some of the
emulation needs can be addressed by test equipments.
Other areas will be best served by mn house tailored tools
to better serve any proprietary details specific to the
vendor. The following are the types of emulation tools
that will likely be required:

® SV call generator

& Network protocol analyzer

¢ SPVC creation automation

® PTSE generator for PNNI and LSA generator for
OSPYF

® Data plane traffic generators/analy zers

& Node spoofing tool. ie. turning a switch into an
entire network with each port on an I/O processor
card emulating a full switch to facilitate PTSE
flooding scenarios which will help determine how
many links can be supported.

Modeling tools

® Memory calculator to calculate the memory
consuniption of various parameters on the DUT cards
to help understand real world capacity which waill
help Service Providers design large networks.

® CPU calculator to account for steady state and

spurious loading on any given switch in a large
network. One of the more important things to do with
this 18 to identify heavily loaded switches in the
carrier network that would represent the weakest links
and to calculate load under various what if scenarios.
This will allow a Service Provider to make real
costrisk trade-offs and mitigate any risks that they
would consider too great.

The breadth and depth of the various metrics to be
explored whether testing, emulating or simulating complex
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network elements or constellations of network elements
are staggering. The intent of this paper was to highlight
several key areas based on years of experience in building
and deploying multi-service network elements. While 1t
was necessary for the scope of this paper to focus on
ATM, the techniques and general methodology are
wholly transferable to other protocol suites. The topics
covered should serve as a solid foundation to build a
performance engineering program in either a carrier or a
engineering This
performance has proven to be worth its weight m gold for
orgamzations who have embraced 1t to effectively define
the performance envelope for networks and network

vendor environment. focus on

elements alike.
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