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Qiang Ma and Won-Sik Yoon
Department of Electrical and Computer Engineering, Ajou University, Suwon, Korea

Abstract: In-network aggregation as a power-efficient mechanism for collecting data in wireless
sensor networks has been emphasized with the development of other WSN network protocols. In this
study, we firstly propose a general architecture to seamlessly integrate data aggregation into wireless
sensor networks and then present one error correction algorithm for data aggregation by exploiting the
inherent correlations that exist between sensor nodes. This approach is orthogonal to other works and
thus can work complementally to enhance the reliability of aggregation algorithms
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INTRODUCTION

A typical task of WSN 1s the momitoring of a large
area with respect to some given physical parameters,
e.g. temperature and humidity. The information is
gathered by sensors and reported to one or several
points  which are usually referred as data
sinks/requesters. A possibility to reduce the amount of
data to be transmitted and therefore to conserve energy,
is to combine several sensor readings in intermediate
nodes along the way towards the sinks. This process 1s
referred to as in-network aggregation. Data aggregation
procedure usually consists of distribution phase and
collection phase™ The sink node firstly requests
readings from the entire network by flooding the
network with appropriate queries” and accordingly a
convergecast tree, along which the answers are reported
back to the sink, is constructed.

Timing synchronization® is an important issue in
data aggregation. Each parent waits for children’s
readings before it appgregates with its own readings.
Timing model defines when to clock out data. There are
typically three timing models: periodic simple
aggregation in which each node waits for a pre-defined
period of time, aggregates all data items received and
then sends out a single packet; periodic per-hop
agpgregation which transmits the aggrepated data as
soon as it hears from all its children; periodic per-hop
adjusted which adjusts timeout based on their position
in the data collection tree. Timing models may have
significant impact on the freshness and accuracy of
data delivered by aggregation algorithms!']
Upadhyayula et al'®! proposed a heuristic solution for
the problem of minimum energy convergecast which
also works toward minimization data latency!l
Mukhopadhyay et allS! proposed an error-prone
algorithm by exploring temporal correlation.

In this study fault tolerant data aggregation has
been proposed to enhance the rehability of data
aggregation algorithms by exploring spatial correlation
existing in sensor data. The proposed method is
orthogonal to other approaches and thus can be used in
conjunction with some of them. Also the proposed
method has the advantages such as energy efficiency,
no delay induced and no dependence on the
underlying layers.

BACKGROUND AND MOTIVATION

The main goal of data aggregation is to minimize
the total transmission cost of transporting the
information collected by the nodes, to the sink node.
Correlations typically exist among sensors that are
measuring data in the same geographical location'”. For
example, temperature sensors or humidity sensors in a
similar geographic region produce readings that are
correlated. Another example is audio sensors that are
sensing a common event such as a concert or whale
cries will produce measurements that are correlated. In
most case sensor readings will not change dramatically
during a short time period and can be predicted in a
short time range.

Due to the dynamics of wireless ad hoc network,
transmissions are error-prone. Messages may not be
received correctly and thus the aggregation result may
be totally wrong. For example, a typical aggregation
function is minimum, maximum or average. If the
minimum reading or maximum reading is wrong or
lost, the aggregation result is therefore wrong. In
general, the transmission cost of sending 1 bit of data
costs as much as executing 1000 CPU instructionst®!.
Thus conventional recovery mechanisms such as ARQ
or FEC are not suitable in wireless sensor networks
because those techniques either waste the precious
energy to transmit additional bits or induce delay
which accordingly complicates the time
synchronization algorithm.
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Fig. 4: Prediction based on spatial correlation

period can be chose to reduce the difference betiween
the real value and predicted one or set a fixed prediction
error threshold and update the data model parameter
if the prediction error is beyond tolerance.

In this scenario, ten readings from each node are
aggregated each period using average function at the
aggregator. And aggregation error is represented by the
root mean square sum of residual emrors of the
aggregated sensor readings. It is assumed that data set
from node 5 iz incomplete and is marked as original
data in Fig. 3. This algorithm used with the best two
correlated data sets-data readings collected by node 1
and node 2-for prediction. Figure 4a shows the
compared results with the original data. Prediction 1 is
based on data set from node 1 and prediction 2 is based
on data set from node 2. Figure 4b shows that this
method achieves a good performance by limiting the
aggregation error within 1%.
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CONCLUSIONS

In this study, an error correction algorithm has
been proposed for data aggregation. This approach is
orthogonal to other data aggregation algorithms and
thug can work complementally to achieve better
performance. In addition to exploiting spatial
correlation, the temporal comrelation properties of
sensor data can also be used to do error correction for
data aggregation.
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