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Abstract: This research presented an experimental study on automatic classification of Malay proverbs using
Naive Bayesian algorithm. The automatic classification tasks were mmplemented using two Bayesian models,
multinomial and multivariate Bernoulli model. Both models were calibrated using one thousand training and
testing dataset which were classified mto five categories: family, life, destiny, social and knowledge. Two types
of testing have been conducted; testing on dataset with stop words and dataset with no stop words by using
three cases of Malay proverbs, 1e., proverb alone, proverb with meamng and proverb with the meamng and
example sentences. The intuition was that, since proverbs were commonly short statement, the inclusion of its
meaning and associated used in sentences could improve the accuracy of classification. The results showed
that a maximum of 72.2 and 68.2% of accuracy have been achieved respectively by the Multinomial model and
the Multivariate Bernoulli for the dataset with no stop words using proverb with the meaning and example
sentences. This experiment has indicated the capability of the Naive Bayesian algorithm in performing proverbs

classification particularly with the mclusion of meaning and example usage of such proverbs.
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INTRODUCTION

Proverbs are generally known as short sentence of
the folk which contains wisdom, truth, morals and
traditional views in a metaphorical, fixed and memorizable
form and which is handed down from generation to
generation (Mieder, 2004). In Malay culture, proverbs play
an important role and appear in political speeches,
literature, popular culture and everyday life. A proverb
has its own customary meamng (Norrick, 1984). Therefore,
a proverb must be used within the correct context or
meaning of a speech or a literature. For example the
sentence or speech such as: “Perselisihan antara Azmi
dan sepupunya Fazli tidak lama, akhirnya mereka berbaik
semula” can be best described by the proverb “biduk lalu
kiambang bertaut”, which literally means “The
disagreement between Azmi and his cousin Fazli didn’t
stand for long, finally they reconciled together”. This
Malay proverb roughly means “when a small yacht
passes through water plants, the water plants will get
back together”. Similarly for other proverbs i different
languages such as English as illustrated in the following
excerpt from the popular literature of Jules Vern, Journey
to the Center of the Earth.

“The whole floor, composed of sand and malachite,
was strewn with bones, freshly gnawed bones of reptiles

and fish, with a mixture of mammals. My very soul grew
sick as my body shuddered with horror. T had truly,
according to the old proverb, fallen out of the frying pan
into the fire. Some beast larger and more ferocious even
than the shark-crocedile inhabited this den.”

The aforementioned examples clearly indicate that
proverbs must be used within the correct context of the
sentences and speeches. As a result, the task for the
automatic classification of proverbs which can assist
usgers in selecting a suitable proverb according to a given
context proved to be important and interesting but
challenging. This is due to the nature of proverbs which
contain short statements and pose limitation to existing
text classification techniques to derive desirable features.
Furthermore, to date there 1s no such commenly known
classification scheme for proverbs (Takkinen, 1995).

Text classification is a problem mn information science
(Makkonen et al, 2004). The task is to assign text or
document into categories based on their content
(Sebastini, 2002). Mathematically, such task can be
viewed as assigning a Boolean value to each pair <t, ¢>
c TxC; where, T denotes the set of text or documents and
C a set of predefined categories. The classification
objective is to reduce the detail and diversity of data:
eliminate mformation overload, to simplify access to and
processing of information. In the classification research
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commumty, automatic classification becomes more
important due to the growing amount of the document in
digital form. The machine learmng paradigm has become
one of the main classification approach m this area. It
generates a classifier from the training set based on the
characteristics of the documents already classified. Then
1t uses the classifier to classify the new documents. In the
machine learming fields, text classification tasks can be
divided into two types: supervised text classification and
unsupervised text Supervised text
classification assumed that a preclassified text mdicating
the categories such text belongs to 1s made available;
whereas unsupervised assumed no such data exist.
Techniques form machine learning such as Naive
Bayesian (Hoare, 2008; Peng et al., 2004), Neural Network
(Ruiz and Srimivasan, 2002), Rocchio (Xu et ¢l., 2003) and
Genetic Algorithm (Hirsch et al., 2005; Peng et al., 2006)
has been a popular approach for supervised classification.

In this research, we explore the possibility of
automating the task of proverb classification. The
experiment was centered around three dimensions, i.e.

classification.

proverbs alone; proverbs and meanings; and proverbs,
the meamngs of proverbs and the associated sentences
that use such proverbs. Our intuition was that, since
proverbs were commonly short statement, the inclusion of
its meamng and associated used in sentences could
umprove the accuracy of classification We decided to use
the Naive Bayesian algorithm technique as it was shown
to be effective in many document classification tasks
(McCallum and Nigam, 1998; Peng et al., 2004). Tt is a
powerful, simple and language mdependent method.

MATERIALS AND METHODS

The Naive Bayesian model: Bayesian classifiers have
become widely accepted and increasingly used in the
information science fields and have been found to perform
surprisingly  well (Friedman et al, 1997). These
probabilistic approaches make strong assumptions about
how the data 1s generated and posit a probabilistic model
that embodies these assumptions; then they use a
collection of labeled training data to estimate the
parameters of the generative model. The Naive Bayesian
classifier 13 the simplest Bayesian models in that it
assumes that all attributes of the examples are
independent of each other given the context of the class
(McCallum and Kamal, 1998).

Despite of sumplest model and unrealistic assumption,
the resulting classifier known as Naive Bayesian is
remarkably successful in practice and often compete well
with more sophisticated technique (Friedman et af., 1997,
Hilden, 1984; Domingos and Pazzam, 1997). It has proven

effective in many practical applications including text
classification, medical diagnosis and systems performance
management. Naive Bayesian has been successfully
applied to document classification in many research
efforts and has a good reputation for working in this area.
Tt perform as well as newer classifiers, more sophisticated
method and also shows a good runtime-behavior during
the classification of new documents. Hovold (2005) in his
research for spam filtering using a variant of the Naive
Bayesian classifier showed that it is possible to achieve
very good classification performance using a word-
position-based variant of Naive Bayes. The sunplicity and
the low time complexity of the algorithm thus makes Naive
Bayes a good choice for end-user application.

Although Naive Bayesian classifier 13 a simple
technique used in document classification area, it has
been implemented by different researchers with two
different models. The two Naive Bayesian models which
commonly used i text classificaton are the
multivariate Bernoulli model and the multinomial model
(McCallum and Nigam, 1998). With the multivariate
Bernoulli model, we make the Naive Bayesian assumption
that the probability of each word occurring m a proverb
(and its varieties) is independent of the occurrences of
other words in a document. Therefore, the probability of
a proverb given its category is simply the product of the
probability of the attribute values over all word attributes
as follows:

P(d,/c,)=

V[BAP(wt/cj)+(1—Bjt)(1—P(wt/cJ))J )

1

where, V is the number of features in the vocabulary,
B.,e(0,1) indicates whether feature t appears in proverb i
and P (w)e) indicates the probability that feature w,
appears 1n a document whose category is ¢, For the
multivariate Bernoulli model, P(wc;) is the probability of
feature w, appearing at least once in a proverb whose
category is ¢, It is calculated from the training sample as:

DJ
P(w,| CJ):”Zit:lB“ 2
1+D,
where, D, is the number of proverbs in the training group
scored ¢ and J is the number of category. The value 1 in
the numerator and T in the denominator are Laplacian
values meant to adjust for the fact that this is a sample
probability and to prevent P(w)c;) from equaling to zero or
umty (Rudner and Liang, 2002).
In contrast with the multivariate Bernoulli model, the
multinomial model captures word frequency information
1in proverbs. In the multinomial model, a document 15 an
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ordered sequence of word events from the same
vocabulary V. We assumed that the lengths of proverbs
are independent of categories. As m the Multivariate
Bernoulli model, we agam assumed that the probability of
each word event in a proverb 1s mdependent of the
word’s context and position in the proverb. The
probability of each category for a given proverb is
computed as the product of the probabilities of the
features contained in the proverb as follows:

P(d;|cj):ﬁM (3)

i Ny
where, N, 1s the number of times feature w, appears in
proverb i. For the multinomial model P(w/c) is the
probability of feature w, being used in a proverb whose
category is ¢;. It is calculated from the training sample as:

1+ N,
P(w,lc) = \:227}1 ()
+

i1 it

where, N, 18 the total nmumber of proverbs.

The key difference m both models 1s the computation
of P(wjc;) (Rudner and Liang, 2002). The Bernoulli checks
for the presence or absence of the feature in each proverb.
The multinomial on the other hand accounts for multiple
uses of the featiwe within a proverb. Generally, the
multinomial model works much faster as only features in
the proverb need to be examined. In contrast, the
multivariate Bernoulli requires all the features in the
vocabulary to be examined. McCallum and Nigam (1998)
suggest that with a large vocabulary the multinomial
model 15 more accurate than the Bernoulli model for many
classification tasks.

Stopwords: Similar to English and other languages, Malay
language contamns large number of stopwords, 1.e. words
that have little content-bearings. Some researches on text
classification have reported improved accuracy with the
removal of stopwords (Mitchell, 1997, Lazarinis, 2007)
because the goal is to remove words that do not carry
discriminative meaning of the document contents, while
others have reported otherwise (Silva and Ribeiro, 2003).
As aresult, in this experiment we will consider data sets
with and without stopwords.

Stemming: Stemming 1s the process of reducing inflected
(or sometimes derived) words to their word stem. For
example, the words compute, computer, computation and
computational will all be stemmed to the word comput if

based on the classic Porter’s algorithm (Porter, 1980).
Stemming is usually language dependent, except for
certain  algorithm  such as the N-gram technique
(Mayfield and McNamee, 2003). For Malay language, only
a few stemming algorithm have been proposed by
Ahmad et al. (1962). The original intention of stemming in
the study of mformation retrieval 1s to reduce the number
of indexes thus increases the speed of retrieval. However,
in the case of short documents such as the proverbs,
stemming is not really necessary. This 13 also valid as
most of the words in proverbs are classical words which
may be overstemmed by the cuwrent Malay stemming
algorithm. Therefore, stemming 1s not incorporated in this
study.

Feature selection: The objective of features selection is
to eliminate those features that provide on few or less
important information (Lee and Tee, 2006). Feature
selection 13 done by selecting words that have the
highest average mutual information with the category
(Bratko and Filipic, 2006). We used the mformation gain
measure which is based on the entropy in mformation
theory as proposed by Shannon and Weaver (1998) and
further discussed by MacKay (2003). Information gain
measure is claimed to be one of the best method in
selection of features as compared to the simple term
frequency and its varieties approaches. Entropy is defined
as:

H(S):é—p] log, p, (5)

1

where, p, is the probability of belonging to category I.
Entropy can be viewed as a measure of umformness
of a distribution and has a maximum value when p, = 1/]
for all J. The goal 1s to have a peaked distribution of p;,.
The potential information gain is the reduction in entropy:

H(S,)- H(S,) (6)

where, H(S;) is the initial entropy based on the prior
probabilities and H(S;) is the expected after scoring of
feature t.

Experimental approach: Two Bayesian models for
proverb classification were examined, a multivariate
Bernoulli model and a multinomial model, using words as
features. We are at the moment not considering phrases.
In our testing, the data set consists of proverbs only;
proverbs with meanings, and proverb with meamngs as
well as example of sentences (involving the use of such
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proverbs). Overall there are 1000 data, of which 50% of
them are used for training and the remaining for testing.
The proverbs under the training data have been classified
either as family, life, destiny, social and knowledge. Each
classification contains 100 data. The training phase shows
between 96-99% of accuracy for all the three different
cases (lLe., the data set comsists of proverbs only;
proverbs with meamngs and proverb with meanings as
well as example of sentences).

All the proverbs together with its classification were
derived from classic collections (Ahmad, 1962) as well as
recent collections (Salleh, 1988). The results of the testing
are shown as a precision breakeven pomt, a standard
information retrieval measure for binary classification,
which 1s defined as:

.. No. of correct positive classifications 7
Precision = — - : ( )
No. of positive classifications
RESULTS AND DISCUSSION

The result of the experiment 1s as shown i Table 1
and 2 for dataset without stopword and with stopword,
respectively. Detail comparisons of these results are
shown in Fig. 2-7.

As can be show from Table 1 and 2 the multinomial
model shows a slightly better performance as compared to
the Multivariate Bernoulli. As expected providing more
mformation to the proverbs give better performance as
illustrated by the result of the proverbtmeaning dataset
and proverb+meaning+example dataset with an increase
of accuracy by 32.8 and 34.0%, respectively for the
multinomial model and 33.2 and 34.6%, respectively for the
multivariate Bernoulli model.

The slightly better performance of the multinomial
model 13 might due to the nature of the model that
captures word frequencies information. Instead, the
multivariate Bernoulli model only considers the presence
or absence of the feature (words) in each proverb (and its
varieties). Present testing results are consistent with that
of MecCallum and Nigam (1998) findings who found that,
with large vocabulary sizes, multinomial model is said to
be more accurate over multivariate Bernoulli to many
classification tasks.

In terms of stopwords removal, although some
(Silva and Ribeiro, 2003) have mdicated the msigmficance
of it, present results have shown that dataset without
stopwords have better accuracy. This therefore 1s
coincided with Mitchell (1997)
classification accuracy can be mcreased with the removal

statements that

Table 1: Testing by removing stopword

Proverb+meaning

Proverb Proverb+meaning +example
#Doc. MNM MVB MNM MVB MNM MVB
10 20.0 20.0 30.0 32.0 36.0 44.0
20 27.0 22.0 47.0 47.0 49.0 43.0
30 30.7 30.7 54.0 533 52.0 553
40 30.5 27.5 59.0 54.5 54.5 55.0
50 30.8 288 62.8 62.4 56.8 56.8
60 3.7 313 62.0 61.0 61.3 597
70 346 343 67.7 66.3 67.1 63.7
80 34.0 352 68.8 68.8 68.8 67.2
90 35.8 36.2 69.3 68.7 69.6 68.4
100 382 36.8 71.0 70.0 72.2 71.4

*MNM = Multinomial Model, MVB = Multivariate Bernoulli

Table 2: Testing with stopword

Proverb+meaning

Proverb Proverb-+meaning +example
#Doc.  MNM MVB MNM MVB MNM MVB
10 28.0 18.0 24.0 30.0 30.0 38.0
20 30.0 31.0 40.0 47.0 43.0 37.0
30 31.3 327 48.7 50.7 52.0 48.0
40 35.5 31.0 55.5 55.0 56.5 51.0
50 35.2 30.0 61.2 59.6 55.6 54.8
60 35.0 32.0 61.3 60.3 57.0 55.0
70 383 34.6 64.6 63.7 63.4 59.4
80 39.0 37.0 65.8 64.8 66.2 62.5
90 39.6 38.4 67.8 65.8 68.2 63.8
100 41.4 39.0 69.2 67.6 71.2 68.2
*MNM = Multinomial Model, MVB = Multivariate Bernoulli
100 7
— 801
=
'
i
20 4
0 r r r 1
0 1000 2000 3000 4000

Vocabulary
Fig. 1: The effect of vocabulary terms with precision

of stopwords. Apart from that, the removal of stopwords
has another important benefit which 1s reducing the size
of features. As a result, better features will be generated
because stopwords is considered has little content
bearing meaning (which is not suitable to be used as
features). As mentioned earlier, present testing has
showed that the more information given on the proverbs
will give better classification results. This is also
supported by the increased of classification accuracy with
the increased of vocabulary terms as shown n Fig. 1. As
can be seen, the classification precision of accuracy
increase from 36% at 632 words size of vocabulary to
72.2% at 3203 words size of vocabulary.
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Fig. 2: Comparison of multinomial data set (a) with and (b) without stopwords
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Fig. 3: Compearison of multivanate Bernouli data set (a) with and (b) without stopwords
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Fig. 4: Comparison of (a) multinomial and (b) multivariate Bernouli (with stopwords vs without stopwords)
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Fig. 5: Comparison of multinomial vs Bernouli (a) proverb with stopwords and (b) proverb+meaning with stopwords
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Fig. 6 Comparison of multinomial vs Bernouli (a) proverb+meaning+sample sentence with stopwords and (b) proverb
without stopwords
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Fig. 7. Comparison of multinomial vs Bernouli (a) proverbtmeaning without stopwords and (b) proverbtmeamngtsample

sentence without stopwords
CONCLUSION AND FUTURE WORK

This study has presented research on automatic
classification of proverbs using Naive Bayesian algorithm.
Two models which have frequently used in text
classifications; multinomial and multivariate Bernoulli
have been used during the experiment. We have divided
the test data into three categories: proverb;
proverbtmeaning and proverb+meamngtexample. The
results are very encowraging with the multinomial model
shows a better accuracy. The results also suggesting that
more information provided in the proverbs will increase
the classification accuracy as exlubited by the results of
the proverbtmeamng+example data set. The result shows
the potential of the Naive Bayesian in performing the
proverbs classification. We believe that better results
can be obtained if more test and training data being used.

Our future research is looking at the possibility of
providing a kind of assistance tool for writers who wish to
use proverb in their writings by looking at the context of
sentences they are constructing. We may combine the
Naive Bayes approach and an approach from semantic
sentence similarity as proposed by Noah et al (2007).
Further testing 1s also required for other classification
algorithm such as the Support Vector Machime (SVM)
(S1mon and Koller, 2001), Bayesian Network (Denoyer and
Gallinari, 2004) and k-Nearest Neighbor (Kwon and Lee,
2003). These algorithms were known to be successful in
text classification for web documents; but their
application to literary documents such as proverbs has
vet to be tested.
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