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Abstract: The theory of concept lattices 1s an efficient tool for knowledge discovery. One focus of knowledge
discovery is knowledge reduction. In present study, decision formal context is defined firstly; then, reduction
theory of decision formal context is proposed; finally, some judgment theorems of consistent sets and reducts

about decision formal contexts are examined.
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INTRODUCTION

The concept lattice, also called Galois lattice, was
proposed by Wille (1982). A concept lattice is an ordered
hierarchy that is defined by a binary relationship between
objects and attributes n a data set. As an efficient tool for
data analysis and knowledge processing, the concept
lattice has been applied to many fields.

Most of the on  concept
concentrate on such topics as: Construction and pruming
algorithm of concept lattices (Godin, 1995, Kuzmetsov and
Obiedkov, 2002), relationship between concept lattices
and rough sets (Belohlavek, 2000, Kent, 1996; Qi et al.,
2005; Saquer and Deogun, 2001; Zhang et al., 2006),
acquisition of rules (Ganter et al., 2005, Godm, 1995),
reduction of concept lattices (Zhang et al, 2005),
applications (Formica, 2006, Rajapakse and Denharm, 2006;
Sutton and Maletic, 2007; Tonella, 2003 ).

Knowledge reduction 1s one of important problems in
knowledge discovery. The authors have proposed
reduction theory of concept lattices. The attribute
reduction in concept lattices 1s to find a mimimal concept
lattice so that it can avoid redundancy but at the same
time maintain structure consistence. This study defines
the decision formal context and proposes the reduction
theory of decision formal contexts, finally, obtains some
Judgment theorems about consistent sets and reducts.

researches lattices

PRELIMINARTES

Definition 1 (Ganter and Wille, 1999): A formal context
(U, A, T) consists of two sets U and A and a relation T
between U and A. The elements of U are called the
objects and the elements of A are called the attributes of

the context. In order to express that an object x is in a
relation I with an attribute a, we write xIa or (x, a) £ I and
read 1t as the object x has the attribute a.

In present study, U and A are finite sets and we
represent a formal context using a table with 0 and 1, the
rows of which are the objects and the columns the
attributes. The mumber 1 in row x and column a means
(x,a)cTand (x, a) #Tis denoted by 0.

Ganter and Wille (1999) defined a pair of operators for
X cUand B c A as follows:

X*={alac A, vxe X xla} (1)
B*={x|x eU,Vae B xla} (2)

X* 13 the set of attributes common to the
objects in X and B* is the set of objects which have
all attributes in B. vXeU, {x}* 1s denoted by x*; Wac A,
fa}* denoted by a*. If vxelU, x*#0, a*+A and VacA,
a*#o, a*+#U, we say the formal context (U, A, T) is
canomcal. All the contexts we discussed m this study
are canonical.

Definition 2 (Ganter and Wille, 1999): A formal concept
of the context (U, A, Disapair (X, B)with X c U, Bc A,
X* =Band X = B* We call X the extent and B the intent
of the concept (X, B). L(U, A, I) denotes the set of all
concepts of the context (11, A, T).

In order to make this study well down, we give some
explanation of symbols. For a formal context (U, A, T),
YD c A, letI, =1 N(U=D), then (U, D, I,) is also a context.
For any X c U, X* is represented by X* in (U, A, T) and
¥'r m (U, D, I Itis evident that I, = I, X% = X*,
¥ = X4 NDand y'» < X*
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Foracontext (U, A, 1), VX, X, XcU vB,B,,Bc A,
the following propositions can be proved easily
(Ganter and Wille, 1999).

X cX,=2X,cX,B,cB,=>B, cB,
XcX",BcB"

X X" B -B"

XcB <BcX

(Xl UXZ)* = X1* an*a (B1 U B, )* = B1* N Bz*
X,NX) oX UX,), (BNB,)Y 2B UB,
(3{**, X*) and (B*, B**) are all concepts.

Definition 3 (Ganter and Wille, 1999): If (X,, B,) and
(X,, B,) are concepts of a context (U, A, T), (X, B)is
called a subconcept of (X,, B;), provided that X, c X,
(which 1s equivalent to B, 2 B,). In this case, (X,, B,) s a
superconcept of (X, B,) and we write (X, B)<(X,, B;).
The relation < is called the hierarchical order (or simply
order) of the concepts. The set of all concepts of (11, A, I)
ordered in this way 1s also denoted by L(U, A, I) and 1s
called the concept lattice of the context.

Theorem 1 (Ganter and Wille, 1999): The concept lattice
L(U, A, I) 18 a complete lattice in which infimun and
supremum are given by

(X1=B1)/\(X2=Bz):(x1ans(B1UB2)M) (3)

(X, Bowv (X, B =X UXz)w:B1 NB;) (4)
ATTRIBUTE REDUCTION IN CONSISTENT
DECISION FORMAL CONTEXT

Zhang et al. (2005) have proposed reduction theory
based on classical formal context. Here, we define the
consistence between two concept lattices firstly, based
on which, we define the consistent sets and reducts.
Finally, we get some judgment theorems about consistent
sets and reducts.

A decision formal context we proposed has two kinds
of attributes: a group of condition attributes a ¢ A and a
group of decision attributes t ¢ T. With the same object
set U, they can form two concept lattices L(U, A, 1,;.,) and
L(U, T, L), respectively. So, there 1s necessary to study
the relationship between these two lattices.

Basic definitions

Definition 4: Let L(U, A, I,) and L(U, A,, L) are two
concept lattices. If for any (x, B) € L{U, A, T,), there exists
(X, B) e L(U, A, 1) such that X° = X, then we say
L(U, A, L) 1s finer than L(U, A,, I,), denoted by L(U, A,,
1) < L(U, A, L), In this case, we say (X, B") 1s equivalent
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to (X, B), denoted by 3", B”) < (X, B). If (X°, B") <
(X, B), then we can get equivalent relation between two
intents B* < B,

Definition 5: A five-tuple (U, A, T, T, T) is called a decision
formal context, if (U, A, T) and (U, T, T) are all contexts and
A 15 called condition attribute set, T decision attribute set.
I 13 a binary relation between U and A, T 1s a binary
relation between U and T.

Definition 6: Let (U, A, I, T, T) be a decision formal
context. I L{U, A, ) < L(U, T, I), then we say (U, A, L, T,
T) 1s consistent.

The classical formal context can be taken as a special
decision formal context when T=A, J=1.

Definition 7: Tet (U, A, I, T, T) be a decision formal
context. If there exists D A such that (U, D, I, T, ) is
also consistent, then we say D 1s a consistent set of (U,
A, LT, ). Further, vd €D, if (U, D- {d}, I, (5, T, I) 1s not
consistent, then D is called a reduct of (U, A, T, T, T). The
intersection of all reducts of (U, A, I, T, T) is called core of
(U, A, I T, 1), elements in which are called core attributes.

PROPERTIES AND AN EXAMPLE

Theorem 2: There must exist reducts for any consistent
decision formal context.

Proof: Let (U, A, T, T, I) be a decision formal context. If
va € A, (U, A-{a}, I, . T, I) i3 not consistent, then A
itself is a reduct. If there exists an attribute a € A such that
(U, A-{a}, I, ;. T, J) is consistent, then we examine the set
B, = A- {a}. If any b, € B, makes (U,B, —{b LI,  ,T.])
inconsistent, then B, is a reduct; otherwise, we examine
B, - {b;}. Repeating the above process, we can find at
least one reduct of (U, A, T, T, T) since A is a finite set. So,
there must exist reducts for any consistent decision formal
context.

Generally speaking, there are multiple reducts about
consistent decision formal context. An example is given as
follows:

Example 1: Table 1 15 a decision formal context (U, A, I, T,
I), in which, object set is U = {1, 2, 3, 4, 5}, condition
attribute set is A = {a, b, ¢, d, e} and decision attribute set
18 T={f, g, h}. We examine its consistence and reducts.
There are 8 concepts about (U, A, I), whose lattice
L(U, A, T) is shown in Fig. 1; while, there are 5 concepts
about (U, T, T), whose lattice T.(TJ, T, T) is shown in Fig. 2.
It 15 easy to see that this decision formal context 1s
consistent, because for each concept m L(U, T, 7T}, there
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(U: m
(123, cd) {2345, b) (145, )
(1, aed) (23, bed) (45, ebe)
@A)

Fig. 1: The concept lattice of (1], A, T)

U,@)
/\
23,5 (145, h}
|
(a5, gh)
@7

Fig. 2: The concept lattice of (11, T, T)

Table 1: A consistent decision formal context (U, A, T, T, I
a C d 3

b
0
1
1
1
1

th o ek —

=T [N
—— oo ok
—_—— s O = T

1 0
0 0
0 0
1 1
1 1

[ i ep—

1
1
1
0
0

exists an equivalent concept in L(U, A, T) such that two
extents are equal. There are two reducts about this
consistent decision formal context: D, = {a, b, ¢} and
D, = {a, b, d}. In which, a and b are two core attributes.
The corresponding concept lattices of two reducts
L(U,D,I; ) and L(U,D,.1,, ) are shown inFig. 3 and 4.
In this example,

equivalence relationships
intents by Definition 4.

Between L(U, A, ) and (U, T, I):

we can get the following

between concepts and

(23, bed) «» (23,1),(145,a) «> (145,h),{45,abe)
< {(45,ghy=bed & f,a <> h,abe <> gh

Between L(U,D,1,) and L{(U, T, I):

(23,bc) «» (23.1),(145,a) <> (145,h),(45,ab)
< (A5gh)y=bceo faeshabogh

(U,g)
{123,¢) (2345,b) {145, 8)

et

{1, ac) (23, be) (45, ab)

\I/

@D

Fig. 3: The concept lattice of (U,D,,1; )

(123, (2345, b) (145, a)
{,ad) (23,bd) (45, eb)
@,D)

Fig. 4: The concept lattice of (U,D,.1 )
Between L(U,DZ,IDE) and L(U, T, T}

(23,bd) «» (23.1),(145,a) <> (145,h),(45,ab)
© (45,gh)=>bd & f,a & h,abe gh

Using above defimtions and theorems, we can obtain
the following corollaries easily. Here, we only prove
Corollary 1.

Corollary 1: Core 1s a reduct if and only if there 15 only
one reduct.

Proof: Necessity. Suppose core K is a reduct and there
are at least two reducts D; # D,. Then, the core is K< D, N
D, c D, Since D; is areduct, its proper subset, here means
the core, is impossible to be a reduct. Which is
contradiction to assumption, so, we know if core is a
reduct, then reduct 1s exclusive.

Sufficiency. It 1s clear.

Corollary 2: a € A is not a core attribute if and only if
A-{al 1s consistent.

Corollary 3: a © A is a core attribute if and only if A-{a}
is inconsistent.
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JUDGMENT THEOREMS OF CONSISTENT SETS

Theorem 3 (Judgment theorem 1 of consistent sets): Let
(U,A LT, be a consistent decision formal context,
Dc A, D # o. Then,

D is a consistent set. «vF c T, Fxe, (F** 1D)* = F*.

Proof: Necessity. Since D is a consistent set, L(U, D, T,)
(U T, I) holds. ¥F < T, F# o, there is
(F,F™)e L(U,T,I),s0 3Cc D, (F*, C)e LU, D, L),
thus, C* I* While c=F"=F"ND. therefore,
(F** ND)y* =F*.

Sufficiency. VOO, B) e L{U, T, 1), (X, X*) e L(U, A, T)
holds since L(U, A, I) < L(U, T, I). According to the
known condition, (X* ND)* = (B** N D)* = B* = X holds,
80 (X, X"®)=(X,X N D)eL{U,D,I,)- ThusL{U, D, I)) <
L(U, T, ). So D is a consistent set.

<

Corollary 4: Let (U, A, I, T, I) be a consistent decision
formal context, D = A, D # @. If D is a consistent set, then
D*c T*.

Proof: If D 1s a consistent set, it can be obtamed that
(T** N Dy* = T* by Theorem 3. Further, we know
T** NDcD,soD* c (T**ND)* = T* holds.

Theorem 4 (Judgment Theorem 2 of consistent sets):
Let (U, A, T, T, T) be a consistent decision formal context,
Dc A, D # o. Then,

D 1s a consistent set. =VF ¢ T, F#e, ACc D, Czo, C* =F*

Proof: Necessity. It can be proved by Theorem 3.
Sufficiency. Since C* =F* = C ¢ C** = F** and
Cc D, we can obtain C c F** ND, (F** ND)* NC* =F*,
Further, we have (F** N D)* 2 F* N D* o F* Thus
(F** ND)* =F* So, D is a consistent set by Theorem 3.

Theorem 5 (Judgment Theorem 3 of consistent sets):
Let (U, A, T, T, T) be a consistent decision formal context,
Dc A, D # o. Then,

D is a consistent set. =¥e £ T, (e** ND)* = e*

Proof: Necessity. It can be proved by Theorem 4.
Sufficiency. ¥F ¢ T, F # o, put F = {e] k € 1}.

According to the known condition, Ve, € F c T, 3C, c D,

Cy # o, CF = ¢™ Thus, F=(e, =(C, =qJc,)". Put

ket ket ket

c=[Jc,.thenCc D, C # o, C* =I*. Sc, D is a consistent

ket

set by Theorem 4.
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Theorem 6 (Judgment Theorem 4 of consistent sets):
Let (U, A, 1, T, I) be a consistent decision formal context,
Dc A, D+ o Then,

D is a consistent set. =¥e ¢ T, (e** ND)* = e*

Proof: Necessity. It can be proved by Theorem 3.

Sufficiency. We know, Ve £ T, (e** 1 D)* = e*
PutC=e**ND,thenCcD,C+ e, C*=e¢* So,Disa
consistent set by Theorem 5.

These fowr judgment theorems are obtained by
considering either the properties of subset F — T or
properties of element ¢ € T. The relations among them are
as follows.

Theorem 4 is a generalized result. For a nonempty
subset F of decision attribute set T, this theorem examines
if there exists a subset C = D such that C* = F* If
there exists such C, then D is a consistent set. Whle,
Theorem 3 shows that if there exists such C, then it must
be embedied by C = F** M D. Thecrem 5 and 6 are
convenient to operate, since they study the elements in T,
not subsets of T and further, Theorem 6 gives an
embodied expression of such C: C = e** (1D, Therefore,
Theorem 4 has generalized significance, while Theorem 6
is easy to operate.

Example 2: Tf we continue with Example 1, we select
D = {a, b, ¢, d} and judge if it is a consistent set by
Theorem 6.

It 18 easy to compute the following results.

(" NDY =(fa,b,} D) = fa,b} = (23 =1
(" ND) =({b.e.diND) ={b,c.d} ={45: =g’
(" NDY =(fc}ND) = fc} = {,4,5 =1’

That is to say, for each element n decision attribute
set T, the conditions of Theorem 6 are all satisfied. So, D
1s a consistent set.

Corollary 5: Let (U, A, I, T, J) be a consistent decision
formal context, its core 18 K, K = A. Then, there is one and
only one reduct. =ve € T, (e** NK)* = e*,

Proof: It can be proved by Corollary 1 and Theorem 6.
By Definition 7 and Theorem 6, the following theorem
can be obtained immediately.

Theorem 7 (Judgment Theorem of reducts): Let (U, A, I,
T, T) be a consistent decision formal context, D = A, D #
2. Then, D is areduct. = ¥e € T, {e** 1 D)* = e* and
vdeD, Je e T, (e** N(D-{d} H* + e*.
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Theorem 8: Tet (U, A I, T, T) be a consistent decision
formal context, Va € A,
ais a core element. = Je € T, a £ e** (e** -

Proof: a is a core element.
=A-{al is not a consistent set.
=JecT, (e** N(A-{a}))* # e*
=TecT,ace** (e¥* - {al)* # e*.

Example 3: If we continue with Example 1, we examine
each element in A using Theorem &.
Forac A, there exists h £ T satisfying Theorem 8:

(h" —{a}) =({a} —{a}) =&
={1,2,3,4,5t=h" (W' =£,4,5)

For b £ A, there exists £ € T satisfying Theorem 8:

(f" — b}y =({b,c,d} — {b}) = {c,d}’
={,2,3 =1 (f" ={2,31

But for c € A, d € A and e € A, there 1s no
corresponding elements in T satisfying Theorem 8.

So, there are two core elements n Example 1. They
are a and b, respectively.

CONCLUSIONS

The theory of concept lattices is a very useful tool
for knowledge discovery and its research focus on many
aspects. This paper mntroduced the defimtion of decision
formal context, based on which, reduction theory of
decision formal context is proposed. Finally, some
Judgment theorems of consistent sets and reducts about
decision formal contexts are examined.
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