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Abstract: In this study, cover angle-based broadcasting techniques are proposed for Mobile Ad hoc Networks
(MANETS) to mimmize redundancy, contention and collision known as broadcast storm problem i the
literature. The propose techniques uses only cover angle concept for rebroadcast decision without using
neighbors knowledge information’s or complex calculations. Through the analysis and extensive sunulations,
the results reveal the cover angle-based broadcasting techniques exhibits superior performance in term of both
delivery ratio and number of retransmission. The propose techniques are fully distributed, simple and can be

easily implemented in MANETSs.
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INTRODUCTION

MANET 1s an autonomous system of mobile nodes
(hosts) connected with wireless links, the union of which
forms an arbitrary graph. Each node in the network acts as
both router and a host. They are free to move and
organize themselves arbitrarily, seo the topology of
MANET may change rapidly and unpredictably. Such a
network may operate in a standalone fashon, or may be
comected to the larger-scale Intemet (Macker and
Chakeres, 2008). MANET is expected to be widely used in
the near future because of the flexibility. For example, it
can be quickly deployed in the areas of natural disaster
rescues, wireless conferences, battlefields, explorations
and monitoring objects in a possibly remote or dangerous
environment. Issues of broadcasting, unicasting,
multicasting and QOS routing in such networks have been
widely discussed in recent years.

This study addresses the broadcasting problems in
MANETs. Broadeasting is a commeon and basic operation
i MANETS, such as paging a particular host, sending an
alarm signal and finding a route to a particular host, etc.
Several ad hoc network protocols assume that the
broadcasting service 1s basically available. For mstance,
AODV (Perkins and Royer, 1999), DSR (Johnson et al.,
2001), TORA (Park and Corson, 1998), depends on
broadcasting for route discovery and proactive routing
protocols, such as DSDV and WRP (Murthy and Garciat,
1996), periodically broadcast updated information about
cost metrics. With the higher characteristics in MANETS,
the amount of such operations will be increased greatly.

Meany approaches (Wu and Li, 1999, Ni et al., 1999,
Williams and Camp, 2002; Haes et al., 2002; Sasson ef af .,
2003) are proposed for broadcasting in MANET. But none
of them have been considered as an optimal method
for the broadcasting. The simplest one to achieve
broadeasting 1s through flooding. Even though flooding
is very simple and reliable approach, it produces a high
overhead in the network. Therefore, it leads to excessive
contention,
known as broadcast storm problem (Ni et al., 1999).
Ni et al. (1999) identified the broadcast storm, showing
how serious it is through analysis
and proposed five
rebroadcasts and differentiate timing of rebroadcasts. The
first four schemes fall in to flat category and the fifth one
called cluster-based scheme belongs to herarchical
category.

In the probabilistic scheme (N1 et al., 1999), each
node rebroadcasts the first copy of a received message
with a given probability p. If p = 1, this scheme behaves
like flooding. In the counter-based scheme (Ni et al.,
1999), a node rebroadcasts the message if and only if it
received the same message from less then C neighbors
during a random number of slots. In distance-based
scheme (N1 et al., 1999), a node rebroadcasts the message
if and only if the distance to each neighboring node that
has retransmitted the message 1s larger than a pre defined
threshold D. The distance can be obtamed via Global
Positioning System (GPS) or can be measured by means
of signal power.

collision and redundant rebroadcasts

and simulation

schemes to reduce redundant
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In the location-based scheme (Ni et al., 1999), a node
retransmits the message if and only if the EAC (expected
additional coverage) value held by the node is larger than
the pre defined tlreshold A. Ni ef al. (1999) mentioned
that cost of calculating AC, which is related to calculating
many intersection areas among several circles. This
problem is difficult already when there are four circles.
The simplified version of location-based scheme 1s to
rebroadcast the message if the node is not located inside
the convex hull of the neighboring nodes that have
retransmitted the message. The authors (Ni et al., 1999)
conclude that among all, the location-based scheme 1s the
best choice because it can eliminate most redundant
rebroadcasts under all kinds of host distributions without
compromising delivery ratio.

This study proposes cover angle-based broadcasting
techniques to solve the broadcast storm problem to
achieve the network reachability like plan flooding with
sufficient amount of save rebroadcasts. The basic idea of
present techniques 1is that, a node takes the broadcasting
decision only on its cover angle i.e. how much cover
angle has been covered by this node. The techniques
presented in this study do not need extra communication
overhead. The propose approaches are compare with
counter-based, TLocation-based and simple flooding
approaches under various network conditions through
simulation. Simulation results show that present
approaches can mmprove the average performance of
broadecasting in various network scenarios.

COVER ANGLE-BASED BROADCASTING

Assumptions: As do many of the aforementioned
broadcasting protocols (Cui et al, 2005, Li and
Mohapatra, 2003; Sun et al.,, 2001; Zhu et al., 2004). We
assume that all nodes can obtain location mformation
provided by technologies such as the Global Positioning
Systemn (GPS) (Dommety and Jain, 1996). This s a
reasonable assumption because of the increasing
availability and pervasiveness of these devices and
because the GPS service is provided without charge.

In the case that GPS 1s not available, it 15 plausible
that nodes may calculate their positions with a localization
scheme, a research area that has recently received a lot of
attention (Savvides et al, 2001). Positioning or GPS
devices can, in fact, provide 3-D location information in
terms of longitude, latitude and altitude. Tn this study, for
simplicity, we use a xy-coordinate system m place of
longitude and latitude. Although standalone GPS is not
accurate to a precise degree, there are technologies
available that can, when incorporated with GPS, improve
its accuracy to within centimeters, which 1s more than
sufficient for our protocol.
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Fig. 1: Example cover angle

The geometry of the diagram shown in Fig. 1 shows
that at least 3 neighbor nodes are require for broadcast to
cover the broadcasting area of node S if the neighbors are
located at their ideal positions otherwise more than three
nodes broadcast 1s required to cover the broadcasting
area of 5. Without using the mcoming packet direction it
is not possible that a node always take broadcasting
decision on 3 packets, it is seldom that 3 packets from
1deal position cover the broadcast area of 5 and then 3
decide not to rebroadcast the same packet. Again from
Fig. 1, we observe that when a node S receives a message
from its neighbor at a distance equal to the transmission
radius then the cover angle of S covered by the
transmission of its neighbor is 120° or 0.391r” area of S
has been covered. If sum of the disjoint cover angle of 5
by its number of neighbors as shown in the same figure is
360° then the broadcasting area of 3 has been completely
covered by its neighbors and no need to broadcast the
packet through this node.

From the earlier discussion and observations we
propose cover angle broadcasting scheme where a node
drop the packet if and only if the sum of the cover angles
is equal to 360° which is mathematically show in Eq. 1:

(1

376, = 360°

i=0

where, n 1s the number of times a node receive the same
packet and 6, 1s the increment cover angle. In this scheme,
present objective 1s always to gamn 100% delivery ratio like
flooding regardless of any type of network topology and
density i.e., sparse or dense and to decrease possible
mumber of rebroadcast without scarifying reachability.
The following describes the components of our scheme.

Distance estimation: When a node receives a flooded
packet, it first extracts the position information of the
sender from the header of the packet. Let (x,, y,) are the
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position coordinates of the sender and (x,, y,) are the
coordinates of receiver then the Euclidean distance d can
be estimated as:

d=JGe —%,) + (¥, —¥o) 2)

Angle estimation

Packet direction angle: Before receiving any packet a
node has a cover angle equal to 360° and when any
packet receive by thus node, cover some angle so we call
1t as cover angle. If the direction of the incoming packet 1s
not known then it is not possible to determine from where
and how much cover angle has been covered like counter-
based scheme. When a node receives a packet calculate
its angle from the sender of the packet, using its own
position information and the position information in the
packet as in Eq. 3:

3

tal‘l('f) _ Yo — ¥
X X%

Assuming all nodes are parallel to the XY -coordinate
of the network then we can easily estimate the angle
position of the sender with respect to the receiver. For
nstance, suppose S receives packet from its neighbor N
and calculate an angle y = 225° with respect to N.
According to present assumption as shown in Fig. 2, the
angle of sender N with respect to receiver S is 45° and can
be calculated easily by adding 180° mn the angle if y<180°
and by subtracting 180° if y> 180°.

Cover angle: In the Fig. 2 N is a sowrce node initiated a
broadcast route request packet and its neighbor S
having cover angles 0-360° receive the broadcast packet.
TLet A and B are the two intersection points where N
transmission intersects S transmission. Using triangle
ASN we have:

RI =R} +d- 2R, dcos(ASN) ()
or
2 2 2
~ASN = cos™! M
2R, d

where, R; and R, are the transmission radii of nodes S and
N, respectively and d is the distance between them.
Assuming all nodes have the same transmission radius R
then the above equation becomes as given below:

ZASN =cos ' (d/2R)

Let o be the degree of ZASN then the Eq. 5 can be
written as:
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Fig. 2: Cover angle estimation

o =cos ' (d/2R) (5

Let P be the degree of / ASN, having found which is half-

angle of /ASN then b can be easily computed as:

F=2/A8N=2a (6)

Now from Eq. 3 and 5 cover angle can be calculated as
given below:

Cover angle (¢, ¢,) = ((y-a)(y+a) (7)

where, ¢, and ¢, are the end points of the cover angle
covered by message m transmission.

Broadcast procedure: To broadcast a request packet for
a destination, a source node includes the following
information in the packet: Sowce node ID, destination
node ID, packet ID and current node position. The source
node ID and destination node ID fields are the node IDs
of the source and destination nodes, respectively. The
current node position 1s the position of the node that 1s
going to broadcast this packet. (Thus, each intermediate
node updates the current node position header field
before rebroadcast the packet). Cover angle broadcasting
works as follow when a source node has a message m to
broadcast, it simply broadcasts m by passing m to the
lower layer (MAC layer) When a node receives m, it
checks 1t seen table. If m 1s a new message, the node sets
up a time event with a period of time T and store m in
Received Packet List (RCV-LIST). If m is a duplicate
message, the node simply stores the packet in the
recewved packet list. When a time event of message m 1s
triggered, the node has to decide weather the message m
should be drop or rebroadcast it. For this decision the
node does the following steps:
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Angle Type

Fig. 3: Cover angle list

Source ID Packet ID Sender position

X Y

Fig. 4: Received packet list

Travel the received packet list and compute distance
d using Eq. 2 and cover angle using Eq. 7 for each
record

Store cover angle information in the Cover Angle List
(CA-LIST)

After processing all records the node check, sum of
the cover angles, if sum of cover angle 1s equal to
360° the node will drop the message other wise
rebroadcast it. A concise sketch of the Cover Angle-
Based Broadcasting is shown in Algorithm 1. Note
that this locally optimal broadcasting s achieved
without nodes having knowledge of thewr
neighborhood. If all nodes have the same
transmission radius, then each cover angle has at
least 120° as shown in Fig. 1. The data structure of
cover angle list and received packet list 1s as shown
in Fig. 3 and 4, respectively.

COVER ANGLE-BASED BROADCASTING
ALGORITHM

Algorithm 1

:if m 15 a new message then

: Set a delay time t

: Store position (X, y,) of message m in RCV_LIST

- else if m 13 a duplicate message then.

: REPEAT step 3.

: end if

: After delay time t expire

: Set CURRENT RCV 4 First record of RCV_LIST.
: while (CURRENT RCV !|=NULL) do
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10 d, =xx, d, = y; -y

11: Compute distance d using Hq. 2

12: y = atan2 (d,, d,)

13:if (y < 0) then vy = (y +360)

14: B= acos (d/2r)

15:¢,=(y - Ple,=(y+P)

16:if (¢,;z0 and ¢, <= 360) then

17:add [(¢,, 0), (¢,, 1) to the CA LIST

18: else if (¢, < 0) then

19: add [(0, 0), (¢,, 1)] and [(360+¢,, 0), (360, 1)]
20: else if (¢, = 360) then

21: add [(0, 0), (¢,-360, 1)] and [(c,, 0), (360, 1)]
22  end if

23: CURRENT RCV+CURRENT RCV—>next
24: end while

25 SORT CA LIST with angle

26: Tnitialize INTERVEIL, DEPTH =0

27. Set CURRENT REC<+Firstrecord of CA TIST
28: while (CURRENT REC !=NULL) do

29: if (CURRENT REC—=type = = () then

30: increase INTERVAIL DEPTH by 1.

31:if (INTERVAL DEPTH > 1) then

32: remove CURRENT REC

33: else

34: CURRENT REC+CURRENT REC->next
35: end if

36: else if (CURRENT REC—=type == 1) then
37: decrease INTERVAL DEPTH by 1.

38: if (INTERVAIL DEPTH > 0) then

39: remove CURRENT REC

40: else

41: CURRENT REC+CURRENT REC—>next
42: end if

43: end if

44: end while

45 LABEL-3:

46: Set CURRENT REC+ First record of CA_ T.IST.
47 if ((CURRENT REC—>angle = =0) and
(CURRENT REC—rangle—>next = = 360) then
48: cancel Retransmission

49: else

50: Rebroadcast

51: end if

Improved cover angle-based broadcasting algorithm:
Cover angle based broadcasting scheme rebroadcast the
message even if a very small cover angle has not been
covered as shown in Fig. 5 that node 2 received the same
message from nodes 1, 3, 4, using cover angle
broadcasting scheme this node must be rebroadcast the
message because the sum of cover angle 1s not equal to
360. We argue that this small uncovered angle will not
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Fig. 5: Small uncovered area

affect the reachability of the message because most of the
mner area has been covered except a very small area near
to the boundary, but increase the save rebroadcasts. To
support present argument location based scheme 1s
consider efficient among others uses polygon test
method, when a node is not exactly at the center of
polygon 0~22% area has not been covered by this node
even then the node drops this message. Taking in to
account this we proposed an Improved Cover Angle-
based Broadcasting scheme which 1s briefly explam in
Algorithm 2.

IMPROVED COVER ANGLE-BASED
BROADCASTING ALGORITHM

Algorithm 2

: Add Algorithm 2 to Algorithm 1 before LABEL 3.
s getrecords into ¢ (i =1 to 6) from CA_TLIST
: Label_1:

- if (count = 2) then

cgetc,, ¢,

:if (¢, = 0 and ¢, = 360) then

:goto LABEL 3:

: end if

cif (¢ - (¢,-360) < SMALL INTERVAL) then
: Set LIST to [(0, 0), (360, 1)]

: end if

- else if (count = 4) then

cgete, Gy, Gy, Gy

s if (¢a-¢,) < SMALL INTERVAL then

s set the list to [(c,, 0), (c,, 1)]

:goto Label 1

s end if

if (¢, == 0and ¢, = = 360) then

- goto LABEL 3

: end if

- if (¢,-(c,-360) <SMATLIL. NTERVAL) then

: Set LIST to [(0, 0), (¢, D[ (es, 0), (360, 1)]
: go to Label 1:

: end if

. else if (count = = 6) then

0 =~ Oy I W o

[ S T N T N T N T N T e e R e e e e e e T e
h W) — OO0 -1 bhh = O
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26:
27
28:
29:
30:
31:
32
33:
34:

get ¢, Gy, Gy, Gy, Cs, Gy

if ((c;-c;) < SMALL INTERVAL) then

Set LIST to [(0, 0), (¢, 1), [(c5, 0), (360, 1))
go to Label 1:

end if

if ((c;- ¢,) < SMALL INTERVAL) then

Set LIST to [(0, 0), (c,, 1)], [(c,, 0), (360, 1))
end if

end if

Cover angle threshold-based broadcasting: Ni et al.
(1999) and Williams and Camp (2002) claim to gain 100%
reachability by using the counter threshold value = 3. We
think that it was possible in high density network where
some surrounding nodes not its own neighbors will help
to cover the broadcasting area of 3. Taking mto account
this we proposed a cover angle threshold based
broadeasting scheme to gain more save rebroadcast,
which is describe as follow.

When a node receives a message for the first time,
start a delay time (T) before rebroadcast the packet.
During this period the node will sum up the cover angles
and compare with a predefined threshold angle say A. If
after delay time 1if sum of the cover angles 1s less than or
equal to A the node will rebroadcast the packet, otherwise
not. A concise sketch of the cover angle threshold based
broadecasting algorithm is shown in Algorithm 3.

COVER ANGLE THRESHOLD-BASED

BROADCASTING
Algorithm 3
1: Add Algorithm-1 before LABEL 3.
2:5et SCA=0
3: set CURRENT REC?Firstrecord of CA_ LIST.
4: while (CURRENT REC |=NULL) do
5: set ¢, = CURRENT REC—rangle
6: CURRENT REC = CURRENT REC->next
7:set ¢, = CURRENT REC—rangle
8: CURRENT REC = CURRENT REC—>next
9: 83CA = 8CA +(c¢,-¢,)
10: end while
11: LABEL 4:
12: if (SCA > threshold) then
13: cancel retransmission
14: else
15: rebroadcast
16: end if

Example: We assumed that the angle threshold value is
300°. Suppose node N receives a packet from N, and
compute the angle cover by the broadcast. Suppose the
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angle cover by this broadeast is 120°. At t,<T, N, receives
the same packet from N,, compute the cover angle,
suppose which 15 160° the incremental angle from the
previous broadcast 1s 90° and the sum up the incremental
angle to the previous becomes 21(P, which is still less
than threshold value. At t,<T, node N, receive ancther
copy of packet from N, and sum up the cover angle
becomes 310°, which is greater than the threshold value.
The condition has been met and the packet will be
dropped.

Selection of maximum delay time: When a node receive

the message for the first time, a maximum delay time also

called jitter time is given to a node for that message mainly

for two purposes.

¢+ To avoid collisions and simultaneous packet
broadcast

* To receive enough number of the same packets for
decision weather to drop the packet or retransmit it
again

If a very short maximum delay time 15 selected which
obviously decreases the end to end delay but affect the
performance of the broadcasting protocols in term of save
rebroadcasts. To observe this we simulate Location-based
scheme (Ni et al., 1999) with 60 nodes in the network area
of size 350%350 having 100 m transmission radius against
different maximum delay times. As shown in Fig. & that
when the value of maximum delay time is 10 msec the
Location-based scheme behaves like plain flooding
because 10 msec are not enough for location-based
scheme to receive enough number of the same packets
and make a polygon test for rebroadcast decision. When
the value of maximum delay time increases the Location-
based scheme saved more rebroadcast without scarifying
reachability. When the value of maximum time is earlier
50 msec there is no effect on saved rebroadcast with

s = — LS ——a" V)
=+ Delivery ratio
g == Save Tetransmissions
—4— End to end delay -0.15 B
60- 3
3 Lo.10 3
40 8
g
&
20- -0.05
0.00

0-0 Q.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 B
Maximum delay time (sec)

Fig. 6: Effect of delay time

100% reachability but the end to end delay increases. We
conclude that maximum delay time effect the performance
of the broadcasting protocols in term of saved
rebroadcasts for the protocols which used some
broadcasting algorithms for broadcasting decision unlike
plain flooding or counter based scheme where a simple
condition is checked for the broadecasting decision and
may be such protocols can perform well with the selection
of short maximum delay time. Taking in to account this we
select the 60 msec for Max-delay time in present all
simulations.

PERFORMANCE EVALUATION

Simulation description: Tn order to evaluate present
approaches, we implemented and perform simulations
using the network simulator called N'S-2 which supported
CMU wireless extension. The simulation parameters are
shown in Table 1. Each node m the network has a
constant transmission range of 100 m. We use a two-ray
ground reflection model as the radio propagation model.
The MAC layer scheme follows the TEEE 802.11 MAC
specification. We use the broadcast mode with no
RTS/CTS/ACK mechamsms for message transmission.
The random waypoint model 15 used as the mobility
model. In this model each node at the beginmng of the
simulation remains stationary for pause time seconds,
then chooses a random destination and starts moving
towards it with speed selected from a uniform distribution
(0, Max-speed). After the node reaches that destination,
1t again stands still for a pause time interval and picks up
a new destination and speed. This cycle repeats until the
simulation terminates. During simulation randomly
selected nodes start to send broadcast packets of size
64 bytes at the rate of 10 packets/sec. This procedure last
for 100 sec. To make sure all the broadcast packets
propagate through the network, the simulation will last for
another 10 sec after the last broadcast process has been
sent. We first test the performance variation with network
size increases while keeping host density nearly constant.
Secondly, we test the performance variation with host
density varies while keeping the tertian size unchanged.
We run the smmulation 10 tumes to achieve a 90%
confidence interval for the results.

Table 1: Fixed simulation parameters

Parameters Values

Simulator NS-2 (version 2.29)
Transmission range 100 m

MAC layer IEEE 802.11

Data packet size 64 bytes
Bandwidth 2 Mb sec™!
Rimulation time 100 sec

No. of trails 10

Confidence interval 900%

Max-delay time 0.06 sec
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We sittdlate and compate the followring b oadcasting
protocals Flain Flooding (PL), Cownter Based (CB),
Locaticnn Based (LB) and presert Cover-Angle Based
broadeasting  techtugues (T over-Angle Based
Broadeasting (TA), Improved Cover-Angle Baged
Broadeasting (1CA) and Cover-Angle based threshold
broadeasting (CA-th)). All the protocols use 60 msec for
Max-delay. For counter based, we set the walue of the
counter threshold to © = 3 in accordance with (M1 of o,
1990y,

Performance Metvies: The performance of broadcast
protocols can be measwed by a variety of metrics
(Miefal, 1909, Willian s and Camp, 2002 . Inthis studsy,
we uge rebroadeast savings delivery ratio and average
etud to end delay, which are complemertary measwes and
ate precisely defined below. The forma defiritions of
these three moettics are given as follows (Hi ef of, 19997

No . of transmitting nodes: It can be defined by (0 -n/1)
where, 1 is the munber of hosts receiving the broadcast
message and n, is the munber of hosts that actually
transmitting the message.

Delivery ratio: It is defined as nn,— 10 where, 1y 15 the
total mwnber of hosts in the nebroak For meandnzhid
information, the total number of nodes should inchade
those nodes that are part of a commected component in
the network, For discormected neterorks tlis measue
should be applied to each of the componerts separately.

Average end to end delay (d): The average delay from
source node to each receiving node can be described by
the foll owing equation

4=T4 Rl
1A

D e oy @t

10 1 i i I I L i I
11 2x2 a3 4xd 5xD B FxS xE #ad
Newok £ (it 100 my

where, B is the set of nodes that received the message. ||
is the number of nodes in the set B and d is the delay of
the message transmitted from sowrce to node I

SIMULATION RESULTS

Effect of network size and mohility on performance: In
this simulation the host namber is set to 1000 The
simulation map varies from 121 1o 9=9 square units, the
urit lengthis equal to the radio propagation range. Inthe
mobdity model, the minimuom speed for the sinndationis
0 m sec™' while the marimum speedis set as20 m sec™"
We set the passe time 0 second to test mobdlity
adaptabdlity.

Figure 7 shows the delivery ratio (the percent of
network nodes that receive aty given broadcast packef)
for each protocol as the nebr ok size increased ina static
netwotk ie, speed = 0. Fig. Ta shows that flooding
scheme has the highest delivery ratio in dense network
(from 1x1 to G=6) but when the neter otk size becates
spat set, the delivery ratio of flooding scheme decreases
i.e., for sparse neter ol 920 the delivery ratio approaches
to 0%, becasse there are ot enough nodes to retransmit
the broadeast packet. Present schemes CA ITA and the
locatiotn-hased scheme (LB) have the same delivery ratio
like flooding it Al cases. Only corder-hazed scheme (CH)
atwd oy CA-th scheme suffer from deliveryratioin sparse
network, it CA-th has a bit bhetter delivery rafio
petform ance than counter- based scheme. Figure Th shows
thatthe delivery ratios of all the broadeasting schemes are
higher when nodes are moving with speed = 20 m sec™.
A1 the broadeasting schemes has more than 60% delivery
ratioin sparse networks.

Figure & shows the mamber of retransmitting nodes
requited by each protocadl as the network size increases.

100 = 1
]
g0
B |- -
2 L CA  —B— : .
i Chllh ——
=l 1G4 & A
i B *
= Flood —v—
o 50 LB —a
40 + 4
a0 - -
20
10 [ TN TR [N TR N
141 Zx@ Gxd  4wd Seb BxE  VxT  SxE Hed

Mok 5 (it 100 m)

Fig. 7. Hetwork size versus delivery ratio withno mobility and with mobility, (a) Speed= 0 and (5 20 m sec™
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The Fig. %a shows that az expectad in flooding scheme all
the niodes retranamit the packet. It canbe showrn from the
Fig & that when the network size 15 624, the nodes are
withit the reach of each other, flooding scheme retranamit
all the received packets CA scheme saved aboat 56%
retransmission in  the dense netwok and  23%
retransmission in sparse network. Present ICA scheme
has hetter performatice than location-based scheme (LB
i denize netar otk and equal or a bit good performance in
spatse netwotk

Figure 9 shows that all the schemes saved moore
retransmission when the netw ok size increases, but in
factitis becanse when the netw otk size increases some of
the nodes are isclated from others in the network and
cowld not received the broadeast packet. The figuee
shows that in all network scenarios CA-th out performs
among all broadeasting schemes.

a7

The Fig 2b shows that mobility improves the
petformance 1.e, decreases the manbher of retransmitting
nodes and keeps the network connected as compared to
static network,

Figure 9 a shows that end to end delay of all schemes
increases with the increase of netrok size and all
schemes has end to end delay equal or less than flooding,
Figure 91 shows that dynamic nebr ok reduce the packet
etid to end delay tithe than static network.

Effect of host density and moh ility on performance:
Simulati on param eters are the same as those used in the
previous sitmulation except for terrain size and mamber of
hosts. Inthis sitmulation the density waries from 20 to 125
nodes placed randomly on 350 =350 area.

Figwe 10a shows that delivery rafio increases when
netwrork density increases, regardless of what kind of the
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algorittun iz used. It shows that all schemes have

best delivery ratio performoance in all node densities
except node density 200 It can be observed from the
figure that in a weay congested network flooding
scheme a bit suffer from delivery ratio because of
collisions.

Figure 10b compare the delivery ratio petformance of
all Woadcasting schemes and shows that mobility
improve the delivery ratio performance. It shows that
when there is high mohility a1 schemes have more than
2E8% delivery ratioin all scenarios.

Figire 11a show s the mamber of retransmitting nodes
of all the schemes. Figare 11 shows that in ow CA scheme
less mamber of nodes retransmit the same packet when
compate to flooding where every tiode retransmit the
packet, so our C& is a good choice to save reasonable
atroott of retr anavd sa on with guarantying 10096 delivery
ratio. It shows that IC A has the satme performance like LR,

while CA-th has better performance than © ounter-Baged
scheme (CB) in dl node densities. Figure 11h shows that
mokdlity decreases the munber of retransmitting nodes of
all schemesinall densities.

Figure 12a and b shows the simdation resdts of end
to end delay with no mobdlity and host mobility of
20 m sec™ . Figwre 12 shows that all schemes have longer
delay in sparze nebworks Flooding scheme haz longer
etid to end delay than all other schemes Figure 12b
shows that mohility improves the end to end delay of all
broadcasting schemes. Here one can argue that why
flooding schem e suffer from longer delay, because we use
0.06 sec for makimum delay time for all schemes to save
ot e retranstmi ssion with keepinng 100% delivery ratio as
discussed inthe section selection of m acimum delay time
otherwisge flooding scheme ot performs dl other schemes
in end to end delay time with the selection of maximm
delay time 0.01 o 0.02 sec.
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CONCLUSION

In Mckile Ad hoc Wetworks (MWAWNETS nodes
chatige their position frequently and to accommodate this
dymanicaly changing topology, MANET: roging
protocols uses broadeasting to get, up to date knowledge
of the netwok o to find roges immediately. Animportant
problem with troadcasting is how to reduce the mam ber
of retransmissions while keeping good packet delivery
ratio and retransmission delay. In this study, we
irtrodiiced cover ange-based troadeasting techd ques to
solve the troadcast storm problem cassed by simple
flooding for wireless mobile ad hoe networks. In present
broadcasting teclwigques hosts wses Global Position
Aystem (GF3) for calewating the positions of the sender
atud rebroadeast decision is taken orly on the cover angle
coticept without mairtaining the neighbhors knowledge
information’s. The propose techrigques are compare with
flooding atwd two ofhier well known i e, counter-based and
location-based schees Simulaion experiments shows
that presert CA troadeasting is a good choice inplace of
plain flooding with reachakility equad to flooding and
save about 25 to 40% retransmissions. Present IC04
broadeasting technique has equal or better performance
than location-based scheme and also efficient in time
cotmplexity than location-based scheme which needs
Ornlogn) time to compute a cotvex bull bt ICA need
Ot time, where nisthe manber of cover angle rangesin
the cover angle sum. From the remdts we see that presert
CA-th scheme has out perform sl the schemes in all
scetiarios of all experiments, So Ch-th with angle
threshold walue = 200° is a good choice in place of
coutiter based scheme which uses C =3 for rebroadcast
decigion. s a prospect for fubwe study, we plan to
evaluate the performance of ow cover angle-based
broadeasting techedcques on ADDV and DER al gorithim s,
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