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Abstract: Traditional classification rules take the positive form as C-D. A new method of retrieving the negative

—C-=D form 1s introduced m this paper. Negative rules can improve the classification quality in some case. We
propose a classification algorithm named Rule Generation based on Classification Attribute (RGCA) to deduct
negative and positive rules. The RGCA algorithm won’t need processing records item by item. The real dataset
are used to verify the presented algorithm. The result shows the negative rules is more than positive rules based
on RGCA algorithm, the classification accuracy of RGCA algorithm is better than traditional positive based

algorithm.
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INTRODUCTION

Classification is one of the most important techniques
for data mining and machine learning. There are two
factors, accuracy and efficiency, needing to be carefully
considered. For example, it’s very difficult to improve
calculation efficiency due to high data dimension. The
core of classification algorithm is to select the right
attribute, which 1s used to find the least subset of
condition attribute without violating the accuracy
requirement. The rule with least condition attribute pairs,
it only needs to match less condition attribute and thus
mnprove the match efficiency, while a new case 1s
classified.

Increasing classification’s precision is the target of
algorithm. Effective and efficient are very important for
data mining. Classification was formerly improved by
designing different algorithms to obtain rules in the form
of C-D. But this form as rules couldn’t improve
classification accuracy sharply because it is not easy to
umprove the matured algorithms. New rules m the form of
—C-=D are introduced into data mining. Wu et al. (2004)
discussed how to use negative association rule and
designed constraints to reduce the search space. Ji and
Tan (2004) studied how to inducing negative and positive
rules for gene expression, which is also based on
association rules. Tsumoto (2001) used positive and
negative rules to predict clinical case, which is based on
rough set.

As a new technique of data mimng, the rough set has
been thought as a suitable method for attribute reduction
(Pawlak and Skowron, 2007). Tt is a new mathematical

method to deal with vague and uncertamn knowledge. It
provides a satisfied way to deal with classification based
on mathematics (Pawlak and Skowron, 2007, Hu et o,
2006). Nowadays, there are many rough set applications,
such as process control, KDD (data mining), pattern
recognition, classification, medical reasoning and fault
diagnosis (Hu et al., 2006). With rough set, rules can be
described as either positive or negative Tsumoto (2001).
It can remedy the low accuracy caused by the singleness
of positive rules reasoning.

To obtain rules based on rough set, records are
processed item-by-item. For the rule reduction that based
on classification attribute, it does not need to deal with
records one by one so that to improve calculation
efficiency. Negative rules can be generated along with
positive rules. Tt can improve the classification accuracy.
Sometimes, reasomng can be done based on negative
rules and it reduces the classification time.

BASIC CONCEPTS

The classic knowledge system can be represented as:
S=<1J,C,D,V, f> The complete domain U is a finite set
of objects and the elements in U are objects/mnstances.
C 1s a condition attribute set D 1s a decision attribute set.
A is set of attribute and equals to CuD. V is the set of
attribute values and V, is a domain of attribute a. f:
UxA-V 15 a function such that f (x, a) €V, for every acA,
xeU.

InTable1,C={a, b,c},D = {de), V, = {0, 1, 2},
V.=140,2}, V.. {0, 1,2}
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Table 1: Decision Table

U a b c d e
X 1 0 2 1 1
X 2 1 0 1 0
' 2 1 2 0 2
X, 1 2 2 1 1
X 1 2 0 0 2
The  Tbinary relation of indiscernibility is

ind(C)= flind(a)  The attribute value of a for object x is

a(x). nd (a (x)) 1s an equivalence class that including x and
marked as [V, = a (x)], For example, if a (x) = 1, the
equivalence class 1s [V, = 1], = {x,, x,, x5}.

The first record in Table 1 can be written as:

[a=1]A[b=0]rc=2] »[d=Le=1] (1

In order to describe the rule’s accuracy degree, the
trust degree is adopted to estimate the quality of
classification. In this study, we wuse -classification
accuracy ratio and coverage ratio to describe rule.

Definition 1: Let R denote the equivalent set of
condition, D denote the equivalent set of conclusion. For
rule r-d, two variables are defined as follow:

Accuracy ratio: a; (D) = |RND|/|R|, which means the
probability of D ocaurrence can be denoted as P (D|R) for
a rule that satisfies R.

Coverage ratio: K (D) = |RnD|/|D|, which means the
probability of R occurrence can be denoted as P (R |D) for
a rule that satisfiesD.

As shown in Table 1, let R equal [a=1], D equal [d =
0,e=2], then [V, = 1].= {x,, Xy, xs}, [d = 0,6 = 2] = {x,,
Xsb, 85 (D) = 1/3, K (D) = 172,

Thus, the rule r~d can be rewritten in the following
form:

aylay =] = diag ), %, ) (2)

g (D), kg (D) denote the rule’s accuracy ratio and
coverage ratio respectively. The former rule can be
expressed as:

[a=1] »[d=0,e = 2](0.33,05) (3)

Definition 2 (positive rule) R-d is positive rule if
cr(D)=1.0andR = A [a, = v,].

While oy (D) =1.0, the equivalence class of D 15 a
subset of equivalence class of D, it means [R]c[D]. As
we know, the positive domain of D, Pos, (D) equals to u
{Y = U/R, YD}, |[YnD|/|Y], if g (D) =1.0. Thus the
positive rules are those coming from Posg (D).

In the above approximation of D relative toR,
R™ (D) =uf{YeUR; YnD#®},s0 |R™ (D)ND||D| =1.0
equals 1.0. This can be explained as R™ (D) 1s a particular
case that satisfies K; (D) 1.0.

InTablel,letR=a, Dis[d=0,e=2]. UJAND (R)=
XL X X, X X3}, [d=2,e=2],, = ix;, %}, Thus R™
(D)= {x,, %, X5, X, X} and |[R™ (D) N D/|D| = 1.0. To obtain
[d = 0,e = 2], there are two choices [a=1], [a= 2] for
R =a. Thus,

[d=2.e=2]la=1]v[a=2] 4
Formalization: d-V, [a, = v,]
So, we get A,—[a, = a,]-—d

Definition 3 (negative rule (Tsumoto, 2001)) A\—[a =
a,]-—d i3 negative rule, while V, [a = v,] (D) Kyfa=v]
(D)=1.0.

Consider Eq. 4, for the same attribute a, [a =1]
V[a=2]-[d=2,e=2].x=1.0and[a=2]V[b=2]-[d= 2,
e =2],x = 1.0. Also, we can get negative rule: —[a = 2]A—
[b=2]-—[d =2, e = 2], where a, b are different attributes.

According to above analysis, we come to the
conclusion that negative rule can be deducted from
combination of different values for the same attribute, also
can be deduced from combination of different attribute-
value parr. And it will cost much time to generate all
negative.

ALGORITHM OF RULE GENERATION

Positive and negative rules are the two forms for an
equivalent class of D. The negative rule corresponds to
the negative domain Negy (D) while the positive rule
corresponds to the positive domain Posy, (D). In rough set
theory, each positive domain is with a negative domain.
For a particular R and D, there are several rules in a
positive domain but only one negative rule in a negative
domain. The classic rule reduction is based on records in
the decision table, where the records are serially
processed. Tt is not suitable for negative rule generation.
The rule generation based on classification attribute that
we provide can generate positive and negative rules in
parallel mstead of serial process.

Positive and negative rules own the same feature
as [a = v, ][d]p#®. Thus it’s necessary to find out
all the condition attribute-value pairs that satisfy
[a = v, ],N[d],# @ while D’s value equals d.

For positive rules, we need to find out all attribute
pawrs” conjunctions. Those attribute pairs should satisfy
Ala, = vle[d]y. where j is the maximum number of
condition attribute. For negative rules,V,[a = v,]=[d];
needs to be satisfied.

1040



Bform. Techwol J, & (7): 1039-1043, 2009

Woid PocHeg Alaraithon () §
L = all condition attribate-pais] [277,] )
Forl 7 1; Bk j+H) 4 Al fhe equimlet ches imber of A4 lassfication attrdnate
Seloct a equmalerce class o chesifiation [d],;

Wik (L {})do
i
Select o adr [xfFok] from L
¥ [a=m]4 [d], then
L =L@l

W L isall stritente- paies, which omerlaprdt [d
L=L,; & The postire nale gerermtion i bezi
far (Fl;i<rg i) { A nis the nmber o cordiion attrinte
Whike (L, !={ }jdo
i
Select ore par [aFrk] from L ;
L=L-Ek
¥ia DF10) fher Poe=PosHE}:
Bz M=M+HE}:
B
L, mullatiribete- pats which gereratedfrom L, corpruct erery tio atribte-pair i L
10 The poetire nile gereratie is omer
LL =L, /b regatme nik geveration ishegn
Forli=L ¥ m;i++){ #m=kk ..In L, ¥ the equmalerce class rumber of abribte T
W:'ﬂ-h (LL!={}do

Sekct mepar [y=r,]fran LL;
IL =1L -{Rk

I jthen Heg=tesz+HE}:

Elzx H=FHH R}

11,,= allatribegte- pais Wit gerersted from M, carrect srery taro attribte-pat i H
i e vegpdime male gereTation & arer
Creverate positime ardre gt dre niles
1 oo j ¥ omer
Wit Alarithan & omer.

Fig. 1: &Algorithun EGCA (Rule Generation based on Classification Attritnde)
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The algorithm is described as follow:

¢ Step 1: Select an equivalent class [d], of classification
attributes and find out all condition attribute-pair L,
which overlaps with set [d],,

e Step 2: Check condition attribute-pair R in L= T, and
add those satisfy op (D) = 1.0 to Pos set list and delete
them from L, Otherwise, these condition attribute-
pairs will be kept in L,. The left pairs in L, will be
conjunct in the following phase

¢ Step 3: Connect every two pairs mn L, , use LL,
represent connection result. If K (D) = 1.0, add R to
Neg set and delete it from LL,. Otherwise, these
condition attribute-pair will go through next phase,
where these pairs will be connected

e Step 4: With Pos, Neg, d, the positive and negative
rules are obtamed

Tt costs much more time to get negative rules than
positive rules. Thus, we focus on achieving positive rules
and negative rules act as supplements. At the same time
we must reduce negative rules deduction time. Since, the
negative rules deduction time increase when the negative
condition dimension of is high, we ignore the negative
rule with high condition dimensions. The algorithm
pseudo code 1s as follow Fig. 1 and the GUI of algorithm
is as Fig. 2.

EXPERIMENT RESULTS

We use datasets from UCT repository of machine
learning databases and domain theories to verify the
presented algorithm. Considering that rough set theory
algorithms” classification precision is affected by
attribute’s discreteness forms, we select those datasets
without need discrete.

It’s not necessary to obtain all the negative rules,
since 1t takes time to deduce them and some of them may
have only a little effect for classification or reasoning. A
threshold is used to limit the time for negative rules.

As we know, negative rules as A, —[a, = v,]-—d, where
a; may come from the same attributes or different
attributes. Assume p is the number of a, which comes from
different attributes, p should satisfy the followmg
equation, as owr suggestion.

n=n/3 (3

where, n is the number of dataset’s attribute. p is a
parameter decided by users and used to select relative
simple formula for negative rules’ computation.

Table 2 summarizes our analysis results, which
shows the number of positive rules and negative rules

Table 2: Result of the RGCA

Dataset Samples Attributes Positive niles Negative rules
Lens 12 6 8 14
Balloons 20 4 13 41
Iris 150 4 27 43
Wine 178 4 268 532

Table 3: The classification of positive rules and negative niles
Positive rules Positive ruiles and negative rules

Dataset (%)

Lens 03 82
Balloons 56 75
Iris 78 84
Wine 08 73

obtained by RGCA. The number of negative rules is
bigger than positive rules under the threshold p. More
redundant negative rules will be obtamned by mereasing L.

In order to test the negative rules’ usage for
classification and reasoning, each dataset was divided
mnto two subsets equal in data number. One 15 for
generating positive and negative rules (supervised
learning) and the other is for reasoning. The samples were
randomly selected for learning.

Based on RGCA, we can easily get the positive rules
and perform classification experiment based only on
positive rules. The classification precision is shown as
follow.

Table 3 shows that the classification precision
increases rapidly when samples used for leaming are
isufficiency. It means that negative rules have positive
effect on classification and mcrease the reasoning
precision. When samples are adequate, the classification
mainly depends on positive rules while negative rules
affect classification slightly.

It costs much more time to obtain negative rules than
positive rules. The time will increase as the samples and
attributes become larger. But for datasets with large
samples and attributes, the positive rules are sufficient
enough for classification and there 15 no need to deduce
negative rules. The suggestion for such scenario 1s letting
pequal 1.

DISCUSSION

For the negative rules extraction, we don’t deduce all
negative rules for classification. Tsumoto (2001) gave an
algorithm to deduce all negative rules based on rough set,
but he didn’t discuss the algorithm’s efficiency. Alatas
and Akin (2006) did not discuss the efficiency either while
they provided a method to deduce all negative rules
based on association rules. The presented algorithm 1s
restricted to extract all negative rules mn order to not
decrease the algorithm’s efficiency.
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Fig. 4: The accuracy of algorithm with different p

In this study, we discuss the negative rule form as:
A—[a; = v, ]o—d. The other form like A—[a, = v,]-d is not
discussed. But Alatas and Akan (2006) got negative rules
like =De[d,, d,]=Ce[c,, ¢,] based on association rule. We
will present the RGCA in a later version later,
which include the negative rule extraction like form
Aley = v ]-d

The negative rules extraction i1s much more
complexity than positive rules. So, in order to balance the
classification accuracy and efficiency, the negative rule’s
attribution number should be restricted. For the negative
rules as A;~[a, = v,]-—d, the a, may come from the same
attributes or different attributes. Intuitionally, the number
of a, has relation with the number of attribute number and
the record number. How to decide the number of a is
diverse with different dataset. We estimate the time of
RGCA according to several values of p(as shown in
Eq. 5). We describe the efficiency of algorithm with rate
= Tp/Tpaw where the T means the time of inducing
positive rules, Tp 4y means the time of inducing positive
and negative rules. In Fig. 3, it showed that rate of time
cost is increased hundredfold while p=2. While p>2, the
classification accuracy 1s not increased significantly, as
shown in Fig. 4. This 1s the reason why we assigned
1 =1 in the presented algorithm. While we put forward the
formulation (35), the p should be decided according to its
dataset’s attribute and sample numbers. This 1s another
work we will do n the later.

CONCLUSIONS

Traditional algorithms treat consistent and
inconsistent rules separately. The rule deduction based
on classification aftributes can deal with consistent and
inconsistent rules in  parallel. Assume there are
inconsistent rules R-d, and R-d,, traditional algorithms
will not generate one rule that includes R. Thus the result
of R 1s unknown. In RGCA, there exists a negative rule of
d, and d,, which condition part includes —R.

According to a decision attribute d, we assume there
are conditions attributes C = {a,, a,.... a,} Then we will get
positive rule as Aj[a, = v,]-d, 1 = 1, ...n through the rule
deduction based on classification attributes. The
inversion of these positive rules’ combination will lead to
a negative rule —[V[A[a = v]]]-—d, 1 = 1,..n. And the
equivalent class of u[A[a = vi]] is mapped to the d’s
positive region.

For small samples and low dimension, the cost of
deducing negative rules 1s not high but the effect of
negative rules’ classification is noticeable.
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