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Abstract: A weighted combination model of multiple classifier systems based on Particle Swarm Optimization

was reviewed, which took sum rule and majority vote as special cases. It was observed that the rejection of

weak classifier in the combination model can mmprove classification performance. Inspired by this observation,
we presented a problem that how to choose the useful classifiers in a given ensemble, especially in the reviewed
model. In this study, a combination algorithm was proposed, which implemented classifiers” selection and
combination simultaneously with particle swarm optimization. We describe the implementation details, including
particles encoding and fitness evaluation. Nine data sets from UCI Machine Learmning Repository were used
in the experiment to justify the validity of the method. Experimental results show that the propose model
obtained the best performance on 5 out of 9 data sets, and averagely outperforms the reviewed model, majority
voting, max rule, min rule, mean rule, median rule and product rule. The results were analysed from the point of

the characteristic of data set.
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INTRODUCTION

In order to achieve the best possible classification
performance for a pattern recognition task at hand, we
need to design many algorithms and then perform an
evaluation-selection process. That 1s, evaluate a set of
different algorithms against a representative validation set
and select the best one. This is the traditional approach to
supervised learmng problem. It is now recognized that the
key to recogmition problems does not lie wholly in any
particular solution. No single model exists for all pattern
recognition problems and no single techmque 1s
applicable to all problems. Furthermore, the sets of
patterns misclassified by the different algonithms would
not necessarily overlap, which suggested that different
algorithms potentially offered complementary information
(Ghosh, 2002). This led to the emergence of classifiers
combination. Combiming multiple classifiers s a learming
method where a collection of a finite number of classifiers
is trained for the same classification task. It came alive in
the 90°s of last century. Over the past years, this method
has been considered as a more practical and effective
solution for many recognition problems than using one
individual classifier (Suen et al., 1990). Research in this
domain has increased and grown tremendously, partly as
a result of the coincident advances in the technology
itself. These technological developments include the
production of very fast and low cost computers that have
made many complex pattern recogmtion algorithms

practicable (Suen and Lam, 2000). Classifiers combination
gains better performance at the cost of computation.
Research on classifiers combination follows two parallel
lines of study. One is decision optimization and the other
coverage optimization (Ho, 2000). Assuming a given, fixed
set of carefully designed and ighly specialized
classifiers, decision optimization attempts to find an
optimal combination of their decisions. Assuming a fixed
decision combination function, coverage optimization
generates a set of mutually complementary, generic
classifiers that can be combined to achieve optimal
accuracy. We focused on decision optimization m this
study.

Majority vote 1s the simplest combmation method
and has been a much-studied subject among
mathematicians and social scientists. In majority vote,
each individual has the same importance. A natural
extension to majority vote is to assign weight to different
individual. Thus weighted combination algorithm was
obtained. Since under most circumstances, there is
difference between individuals, weighted combmation
algorithm provides a more appropriate solution. The key
to weighted combination algorithm is the weights. A
weighted combination model based on particle swarm
optimization (PSO-WCM) 1s proposed in earlier study
work (Yang and Qin, 2005). It 1s observed that the
rejection of weak classifier in PSO-WCM can improve
classification performance. This inspired us with a
problem that how to choose the useful classifiers n PSO-
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WCM. In this study, a combination model which selects
and combines classifiers simultaneously with particle
swarm optimization algorithm 1s proposed. To the best of
our knowledge, former evolution-based research on
classifiers combination concentrated only on classifier
selection or classifier combination rather than both
selection and combination (Ruta and Gabrys, 2001).

CLASSIFIERS COMBINATION ALGORITHM
BASED ON PSO

Particle swarm optimization: Inspired by simulating
social behavior (such as bird flocking), Everhart and
Kennedy introduced Particle Swarm Optimization (PSO),
which 1s a population-based evolutionary computation
techmque (Kennedy and Eberhart, 1995; Eberhart and
Kennedy, 1995). In PSO, candidate solutions are denoted
by particles. Each particle is a point in the search space
and has two attribute values: fitness determined by the
problem and velocity to decide the flying. Particles adjust
their flying toward a promising area according to their
own experience and the social information i the swarm.
Thus they will at last reach the destination through
continuous adjustment in the iteration. Given a
D-dimension search space, m particles constitute the
swarm. The i-th particle 1s denoted by x, = (%, X.,--.%i0),
1=1, 2,..,m. Taking x; into the objective function, the
fitness for the 1-th particle can be work out, which could
tell the quality of current particle, i.e., the current
solution. The curent velocity and the best previous
solution for the i-th particle are represented by
v, = (Vy, Vizos¥in) a0d p, = (Py, Pus---Pin)- The best solution
achieved by the whole swarm so far 13 denoted by
P, = (Pu: Pg»--Pep)- In Everhart and Kennedy’s original
version, particles are manipulated according to the
following equations:

(1)
(2)

Vi~ Vg T 01r1(Pia‘xm)"'czrz(Pga‘Xm)
X‘1d - Xui_._vd

where i=1,...,m; d=1,...D; ¢, and ¢, are two positive
constants called cognitive learning rate and social
learmng rate respectively; r, and r; are random numbers in
the range [0,1]. The velocity v,y 18 imited in [-v_. v...]
with v, a constant determined by specific problem.

The original version of PSO lacks velocity control
mechanism, so it has a poor ability to search at a fine grain
(Angeline, 1998). Many researchers devoted to
overcoming this disadveantage. Shi and Eberhart
mtroduced a time decreasing inertia factor to Eq. 1

(Shi and Eberhart, 1998):

3)

Vig = Wyt Clrl(p1d'xid)+czr2(pgd'xid)

242

where, w is inertia factor which balances the global
wide-range exploitation and the local nearby exploration
abilities of the swarm. Clerc introduced a constriction
factor a mnto Eq. 2 to comstram and control velocities
magnitude (Clerc, 1999):

X T X tavy (4
The above Eq. 3 and 4 are called classical PSO, which

15 much efficient and precise than the original one by
adaptively adjusting global variables.

Weighted combination model: Weighted Combination
Model (WCM) is an extension of simple majority vote.
Consider a pattern recogmition problem with M classes
(C, C,,..., Cy) and K classifiers (R, R,.... . Ry). For a given
sample x, (i = 1,....K) outputs E; = (e(1),....e(M)), where
e(j)(j =1,..,.M) denotes the probability that x is from class
j according to R, The weight vector for classifier ensemble
1s represented as @ = (@,,..., ;) with:

K
E(‘Pk =1
il

Let E = E(Ex,,...,Erg). The sample x 15 classified into the
class with maximum posteriori probability and the decision
rule 1s:

X C, 1 Yoel) :ng“fjg{(icp,eiac)) (5

In Eq. 5,1f

1

*Tx

then majority vote 1s obtained when classifiers output at
abstract level, and sum rule is obtained when classifiers
output at measurement level. If there 1s only one 1 in the
weight vector and the other elements are all 0, the
combination model is equal to the individual classifier
whose weight is 1.

There are two methods for acquiring the weights in
WCM. One set fixed weights to each classifier according
to experience or something else. The other obtains
weights by training. Training methods gain better
performance at the cost of computation. It has two steps:
Firstly, training individual classifiers on training set;
Secondly, determiming the weights based on validation
set. In the second step, traditional approach set the
weights in directly proportional to classifiers’ accuracy on
validation set (Baykut and Ercil, 2003). In the earlier
study, we proposed a combination algorithm which
determined the weights based on PSO, that is, PSO-
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WCM (Yang and Qin, 2005). Optimal weights are achieved
by searching in K-dimension space. A solution is a
particle in PSO and coded into one K-dimension vector
@ (@y,...¢y).  Fitness computed as
combination model’s error rate on validation set using the
weights. Hence the task is converted into an optimization
problem for mimimum.

function s

CLASSIFIERS SELECTION AND COMBINATION
ALGORITHM BASED ON PSO

In Zhou's work (Zhou and Tang, 2002), the
relationship between the ensemble and its component
neural networks is analyzed from the context of both
regression and classification, which reveals that it may be
better to ensemble many instead of all of the neural
networks at hand Our earlier study also provided similar
results. But we just recombined the remained classifiers
after rejecting weak classifiers artificially. PSO algorithm
was proposed for simultaneous feature extraction and
feature selection n (Chen and Qin, 2006). In this study, we
proposed to select and combine classifiers simultaneously
with PSO, that 1s, PSO-SWCM (PSSO Selection and
Weighted Combination Model).

In PSO-SWCM, the main interest is in representing
weights space and all possible subsets of the given
classifiers ensemble. As shown in Eq. 6, each particle is
encoded into a real-valued vector which includes two
parts. The first part is a weight vector where the i-th one
is the weight assigned to the i-th classifier and the other
part 1s a masking vector representing whether or not the
1-th classifier 1s selected. If the mask value for a given
classifier is negative, the classifier is not considered for
combination. Otherwise, if the mask value is positive, the
classifier s scaled according to the associated weight and
included m the combmation. K 1s the number of classifiers
in original ensemble.

[P, Pooe s P(E, £ronB)] (6)

Fitness function is computed as combination model’s
error rate on validation set using the mask values and the
weights. The task 18 then converted inte an
optimization problem for mmimum. In order to implement
PSO-SWCM algorithm, a K-dimension-binary-code vector
B =(B,,....By) 1s defined as following:

- 9

1, if >0
0, if f,<0

Then a given sample x 15 classified into the class with
maximum posteriori probability and the decision rule 1s:
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RESULTS AND DISCUSSION

We trained a group of classifiers and then combined
them to verify the combination model proposed in this
work. Five classifiers used in this paper are: LDC, Linear
Discriminant Classifier; QDC, Quadratic Discriminant
Classifier, KNNC, K-Nearest Neighbor Classifier with
K =3; TREEC, a decision tree classifier; BPXNC, a neural
network classifier based on MATHWORK's trambpx
with 1 hidden layer and 5 neurons in this hidden layer. Six
combination rules were included in our experiments for
the sake of comparison: majority vote rule, max rule, min
rule, mean rule, median rule and product rule
(Kittler et al., 199%).

PSO-WCM and PSO-SWCM were applied to nine real
world problems from the UCI repository: Balance, Letter,
Vehicle, Glass, Waveform, Sat, Iris, Pima and Wine
(Blake et al., 1998). For each dataset, 2/3 examples were
used as training data, 1/6 validation data and 1/6 test data.
In other combimation rules or individual classifiers, 2/3
examples were used as training data and 1/3 test data. All
experiments were repeated for 10 runs and averages were
computed as the final results. Note that all subsets were
kept the same class probabilities distribution as original
data sets. The characteristics of these data sets are shown
in Table 1.

Experiments setting: Since there are 5 classifiers, the
number of weights 15 5. A particle in PSO-WCM was
coded into one 5-dimension vector @ = (@, @2, Pz, Pus Ps).
A particle 1n PSO-SWCM was coded into the vector
(@, 95 @5, @, @)1, £, £, £, £5)] and the corresponding
binary vector B = (B,, B,, B,, B,, B;). ¢, was imtialized as
random number in the range [0,1] and then normalized
with the constraint

£ was mitialized as random number in the range [-1,1].

Table 1: Data sets used in the study

Dataset Samples Inputs Outputs
Tris 150 4 3
Balance 625 5 3
Vehicle 846 19 4
Letter 20000 16 26
Rat 4435 36 6
Pima 768 9 2
Glass 846 18 4
Waveform 5000 21 3
Wine 178 13 3
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Table 2: Error rate of individual classifiers

Data LDC QDC KNNC TREEC BPXNC
Tris 0.0250 0.0333 0.0333 0.1250 0.0417
Balance 0.1096 0.0731 0.1038 0.5385 0.0750
Vehicle 0.2256 0.1640 0.2833 0.2560 0.1668
Letter 0.3256 0.1245 0.0596 0.3488 0.9863
Sat 0.1612 0.1468 0.1124 0.1813 0.3255
Pima 0.2422 0.2547 0.2672 0.3172 0.2484
Glass 0.3644 0.6373 0.3789 0.3033 0.3%6
Waveform 0.1454 0.1523 0.1902 0.3012 0.1417
Wine 0.0101 0.0253 0.3121 0.0786 0.0089
Table 3: Error rate comparison of combination algorithms

Data VOTEC MAXC MINC MED-TANC
Iris 0.0250 0.0417 0.0417 0.0250
BRalance 0.0962 0.0442 0.0788 0.0904
Vehicle 0.1354 0.1686 0.2432 0.2150
Letter 0.1086 0.6285 0.9312 0.1145
Sat 0.1164 0.2110 0.3102 0.1133
Pima 0.2400 0.2500 0.2500 0.2406
Glass 0.3357 0.5313 0.5674 03643
Waveform 0.1454 0.1605 0.1786 0.1556
Wine 0.0004 0.0073 0.0110 0.0043
Table 4: Error rate comparison of combination algorithms

Data MEANC PRODC PSO-WCM PSO-SWCM
Tris 0.0333 0.0333 0.0250 0.0250
Balance 0.0808 0.0846 0.0420 0.0327
Vehicle 0.2144 0.2011 0.1786 0.1756
Letter 0.3906 0.9255 0.0636 0.0542
Sat 0.1334 0.2876 0.1080 0.0985
Pima 0.2281 0.2266 0.2281 0.2062
Glass 0.3643 0.6233 0.3644 0.3643
Waveform 0.1447 0.1369 0.1499 0.1360
Wine 0.0043 0.0043 0.0043 0.0043

Classical PSO was adopted in this study. Parameters were
set as following: size of the swarm N=20; inertia factor w
linearly decreases from 09 to 04, ¢ = ¢, = 2;
constriction factor a =1 for i-th particle, each dimension
In  position vector x and velocity vector v were
initialized as random number in the range [0,1] and [-1,1];
max iteration = 800,

Table 2 shows that different classifier achieved
different performance for the same task. But no classifier
is superior for all problems. Some classifiers’ error rates
are even worse than 1/2, which 1s the accuracy of a
completely random guess. It proclaimed again the
limitation of single classifier in pattern classification
task.

The combination performance of 5 classifiers by
majority vote, max rule, min rule, mean rule, median rule,
product rule, PSO-WCM and PSO-SWCM, were given in
Table 3 and 4. It 15 shown that PSO-SWCM outperforms
all comparison combination rules and the best individual
classifier on data sets balance, letter, sat, puna, waveform.
These data sets have a common characteristic, that 1s, the
sample size is large. Therefore, the optimal weights
obtained on validation set are also representative on test
set. The same thing is not true on smaller data sets for the
obvious reason that over fitting tends to occur. Optimal
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Fig. 1: The error rate comparison

weights might appear in initial process, so the succeeding
optimization makes no sense. But for the dataset Glass
and Vehicle, which 1s comparatively larger, PSO-WCM
and PSO-SWCM do not obtained the best result. This 1s
due to another characteristic of the data sets. These two
data sets both have comparatively more features. In order
to reach the original distribution of given data set, much
more samples are needed for data set with more features.

Tt is also shown in the above tables that PSO-SWCM
outperforms PSO-WCM, which reveals the superiority of
selection operation incorporated with combination in
multiple classifier system. This 15 mm agreement with
Zhou’s “*many could be better than all”.

For the sake of visualization, we drew the error rate
comparison plot in Fig. 1. The proposed PSO-SWCM
model was compared with the best and the worst values
from the total 8 combination methods in our experiments.
It was shown that the performance of PSO-SWCM model
1s close to the best performance.

CONCLUSION

In this study, we presented a PSO based ensemble
algorithm, PSO-SWCM, to address the selection and
combination problem in multiple classifier systems. The
approach consists of generating a number of classifiers
using different classification algorithms, and using only
those classifiers which 1s chosen by PSO, then combining
them according to the weights determined by PSO. Note
that the selection of classifiers and the set of weights are
simultaneous. Experiments were carried out on nine real
world problems from the UCI repository. We observe that
PSO-SWCM works rather well than PSO-WCM that we
described in our previous work and other six algorithms
used in bibliographies.
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