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Abstract: This study presents a novel range-based clock synchronization protocol by exploiting non-
synchronized TDOA. Tt combines the method of Network Time Protocol (NTP) with round-trip TDOA. By
applying round-trip TDOA repeatedly, all nodes in network efficiently synchronize to each other. Furthermore,
clock synchronization and ranging can be performed simultaneously. Simulation results show it outperforms
Timing-sync Protocol for Sensor Networks (TPSN) and Reference Broadcast Synchronization (RBS) in terms
of the number of message exchanges and synchronization error.
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INTRODUCTION

Clock synchronization is an important service in any
distributed system, including Wireless Sensor Network
(WSN) systems (PalChaudhuri et «l, 2004). Most
Applications of WSN require the accwrate clock
synchronization among sensor nodes. For example,
TDMA (time-division-multiple-access) medium access
scheduling and ranging based on Time of Arrival (TOA)
require clock synchromzation. Because of the lack of
mfrastructiwe 1n WSN, there 15 no global clock. Each
deployed sensor nodes have theirs own internal clock
and its own notion of time (Sivrikaya and Yener, 2004).
Practically these clocks made of crystal oscillator can
easily dnft seconds per day (Sundararaman et al., 2005).
Local clock of every node may not remain always
synchronized, although they might be synchronized when
they start. Hence, clock synchromization protocol is
indispensable in the application of WSN.

Clock synchromzation problem has been investigated
thoroughly in Internet and wired networks. Network
transport protocol (Mills, 1992) 15 n the Internet standard
for clock synchromzation. However, its implementation 1s
too heavy-weight to be supported by sensor nodes. As
for GPS (Bernhard et al, 1992), it is too expensive to
attach on cheap node. Most of these existing protocols
(Duda et al., 1987, Lamport, 1978) have focused on
mimmizing the synchronization error and achieving
maximum accuracy. They were not designed with the
mtrinsic properties of WSN, such as limited resources of

energy and computation, in mind (Greunen and Rabaey,
2003). Therefore, there has been an increasing research
focus on  designing synchronization  algorithms
specifically for WSN.

Thus far, a number of synchronization protocols for
WSNs have been reported (Elson and Romer, 2003;
Ganeriwal et al, 2003; Greunen and Rabaey, 2003,
Mardti et al, 2004). In general, existing protocols
were categorized as Sender-Receiver Synchromzation
(SRS) and Receiver-Receiver Synchronization (RRS). A
representative based on RRS is reference broadcast
synchronization (Elson and Romer, 2003). Every node
periodically broadcasts to its neighbor
beacons without explicit timestamps. By reducing non-
deterministic latency invelved m message transmission,
namely the send time and the access time, RBS can
provide a high degree of synchronization accuracy. For

reference

n nodes and m reference broadcast packets, RBS has a
complexity of O(mn’). In contrast, the time-sync protocol
for sensor networks (Ganeriwal et @l., 2003) based on
SRS decreases the doubled overheads of RBS. The basic
1dea of TPSN is similar to NTP. Timing-sync protocol for
sensor networks 1s based on hierarchical structure of the
network and synchronizes the network by
exchanging timing messages along every branch (edge)
of the hierarchical tree (Noh et al., 2008).

On the other hand, clock synchronization is
indispensable in the implementation of TOA and TDOA.
In TOA, the range between the sender and the receiver

entire

was determined by the duration of time required for a
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Fig. 2: An example of multi-hop synchronization

As a result, the clock on node A could be
synchronized with node B’s clock by adding offset 8,5

Instead of averaging the offset from multiple
observations, we perform a very simple yet effective
algorithm to correct skew. The clock skew between A and
B k. can be obtained by:

Theoretically speaking, RBCS can synchronize two
clocks on node A and B accurately by the offset 8, and
the skew k.

Multi-hop synchronization: Multi-hop synchromzation 1s
an extension of the pair-wise (single-hop) synchronization
algorithm. Consider the example topology shown in
Fig. 2. Node A and C can not hear each other, but each of
them are heard by node B.

If the fimctions of synchronization between node A
and B, B and C are represented by:

Tg =1ps (T, Op, Kap)
Te=1ep (T, Ope, Kae)

Then, the relationship of clock between node A and
C can be written as:

Te = fop (fpal(Ta, Bse. ker). Bac. kac)

After iterative calculation, we can obtamn network-
wide synchronization by multi-hop synchromzation.

The RBCS protocol performs synchronization only
when 1t 1s needed. Clocks run untethered at their own
natural rates and the timestamps from different clocks are
compared only when an event of interest occurs. This
technique is similar to reactive routing. By synchronizing
the nodes only when necessary, energy 1s conserved
because the nodes can be switched to power-saving
mode at all other times (Sundararaman et al., 2005). So,
The RBCS is a kind of post-facto synchronization.

Internal and external synchronization: Although, internal
synchromzation 1s sufficient for many applications, others
require absolute time as measured by an external reference
suchas UTC,

If the standard souwrce of time such as UTC is not
available, internal synchronization can be performed
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network-wide by the use multi-hop synchronization. In
additior, the distance computed by TDOA 13 relative. If
UTC is provided, we assume it as a global time reference.
It 1mtiates the synchromzation by synchronizing with all
immediate (single-hop) neighbors. Next, each neighbor of
UTC synchronizes with their subsequent neighbor.
This process continues until all nodes are reached
{Greunen and Rabaey, 2003). The distance obtamned by
TDOA is absolute because all clocks synchronize to UTC.

SIMULATION RESULTS

Here, we verify our algorithm through simulations. In
particular, we examine two performance parameters, 1.e. the
number of message exchanges and synchromzation error.
The simulations were conducted using NS2. It has been
widely used in academic research. The nodes are placed
uniformly at random within a 2-dimensional 50%50 m
rectangular area. The radius of commumcation 1s 7 m. The
siunulation was executed for 18,000 sec or 5 h. Present
setup includes multi-channel Medium Access Control
(MAC) model. This MAC model minimizes collisions and
thus

simnulation.

collisions were considered negligible m the

Number of message exchanges: The number of message
exchanges is an important performance indicator because
1t 18 closely related to the power consumption demand by
the synchronization. Figure 3 shows the simulation result
for the total number of message exchanges m various
synchronization protocols. Tt is based on simulations of
comnected ad-hoc networks consisting of 300 nodes. In
Fig. 3a, when the number of neighbor node is more than
6, the number of messages sent in RBCS is the least. This
15 because every node has to send two messages in
RBCS. In Fig. 3b, there was no sigmficant difference in the
number of messages received between RBCS and TPSN.
When the number of neighbor nodes 15 10, the RBCS 1s
expected to save about 75% of the amount of messages
sent and 70% of the amount of message received
compared with RBS. Considering the additional ability of
ranging, RBCS has higher efficiency than TPSN and RBS
in the use of message exchange.

Synchronization Figure 4 shows the
synchronization error of the compared protocols. The
TPSN achieves two times better performance than RBS by
time-stamping the radio messages in the MAC layer of the
radio stack and by relying on a two-way message
exchange. The basic idea of RBCS 1s somewhat similar to
NTP. In RBCS, two-way message exchange performed
between pair-wise nodes was used to correct clock offset.
Moreover, round-trip TDOA was used to correct clock

crror:
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Fig. 3: The number of messages exchanges, (a) the No. of messages sent and (b) the No. of messages received
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Fig. 4: Synchronization error as a function of nodes

skew. Therefore, the precision synchromization of RBCS
15 better than TPSN. However, synchronization error
increases with the number of nodes.

Robustness: Errors caused by failing hardware or dramed
batteries are the norm rather than the exception m WSN.
Figure 5 shows synchronization error caused by different
percentages of node failures. Tt is based on simulations of
comnected ad-hoc networks consisting of 500 nodes.
Turmng off a fraction of nodes simulated node failures in
my simulations.

As the number of node failures increased, it appears
that the synchromization error will decrease. Contrary to
our expectations, since the density of node and the
mumber of nodes lying in the intersection of the two
neighborhoods decreases in RBS, the precision of
synchromzation will decrease. Tuning-sync protocol for
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Fig. 5: Synchronization error with node failures

sensor networks is less robust since the failure or mistake
at the root node may cause a catastrophic failure in the
synchromization process. RBCS  performs node
synchromzation in a distributed fashion and does not
make use of an overlay spanning tree to direct the pair-
wise synchronizations. As shown in Fig. 5, RBCS is more
robust than either RBS or TPSN.

Scalability: To compare the scalability of RBS, TPSN and
RBCS, we add the percentage of nodes in the sumulated
network from 10, 20, to 30. The mitial number of nodes 1s
400. According to Fig. 6, synchromzation error of
compared protocols increases linearly with the percentage
of increased nodes. The performance of RBCS 1s the best.
As we pomted out earlier, RBCS have two different
signals for pair-wise synchromzation. Therefore, the
whole synchronization process of RBCS 1s better than
RBS.
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Fig. 6: Synchronization error with increased nodes
CONCLUSTION AND FUTURE WORK

Clock synchronization and ranging are supporting
technology in wireless sensor networks. This study
proposes range-based clock synchronization protocol by
analyzing the internal relationship between time and
distance, which can eliminate the restriction of clock
synchromization for ranging. It can achieve parallel
processing for ranging and clock synchronization. The
simulations show that the algorithm has superiority over
RBS and TPSN as regards the number of messages
exchange and synchronization accuracy.

The RBCS algorithm expands the scope of ranging
application. We are applying it to other fields. Ranging
error has direct impact on synchronization error, so the
subsequent work is to further research the relationship
between ranging error and synchromization error.
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