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Abstract: The purpose of this study was to find a best combination of key traming items. Companies are
generally concerned about whether traming can mcrease business performance and want to know what tramning
items are crucial to enhancement of performance. Thus, there 1s a need to find the key training items. In this
study, a combined scheme of Genetic Algorithms (GA) and Support Vector Machines (SVM) is employed to
find the optimal combination of the key items. The data used are collected from some small and medium-sized
enterprises and are from the database of the Bureau of Employment and Vocational Training (BEVT) in Taiwan.
Results from this study show that an optimal combination of key items can be effectively found by using the
proposed approach. When companies mtend to successfully improve the business performance and
cost-efficiently implement traiming, they can focus on the key training items.
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INTRODUCTION

To remain competitive, companies need to
continuously mvest mn training their employees. Tramung
can increase productivity, enlarge profits, improve
customer satisfaction and have some other benefits.
However, training that achieves these results is typically
linked to business goals and performance (Department for
Business ITnnovation and Skills, 2009). In addressing this,
compamnies require a strategy for training. They must know
what key training items are in top priority for enhancing
business performance and should be implemented first
and thus can conduct training in a cost-efficient way.

In order to help companies make their tramning
effective and assess the benefits of traimng mvestments,
some countries establish a traimng quality meanagement
system and provide a guideline standard for companies to
follow (Council of Labor Affairs, 2008). Take Taiwan for
exaniple, the govermment set up a Taiwan Training Quality
System (TTQS) to help companies evaluate the
effectiveness and improve the performance of the traming.
To evaluate the effectiveness of a company’s tramung
system, a TTQS scorecard was developed. There are 21
items (an item may have several sub-items) in the TTQS
scorecard for companies. Tt is difficult for companies to
understand how many items and what items are crucial to
contribution of the business performance since there are

huge kinds of combination of items. Consequently, an
adequate scheme should be employed to address this
problem.

The problem mentioned above i3 a problem of
combinatorial optimization, in which the set of feasible
solutions 1s discrete or can be reduced to a discrete one
and the goal is to find the best possible solution
(Wikipedia, 2009). One of the most challenging problems
1in combinatorial optimization is to effectively deal with the
combinatorial explosion (Daintith, 2004; Gen and Cheng,
1999; Nofelt, 2009). Tt is reasonable to use a heuristic
algorithm to solve tlus kind of problem. There are
numerous heuristic methods employed to find solutions
of thus problem. Amongst them, Genetic Algorithms (GA)
(Coley, 1999; Eiben and Smith, 2003; Fogel, 2006, Gen and
Cheng, 1996, 1999, Goldberg, 1989, Holland, 1975;
Mitchell, 1996, Winter et al, 1995) has been proven to
be very effective to solve some  combinatorial
optimization problems. Therefore, we will use GA to find
an optimal combination in this study.

MATERIALS AND METHODS

Problem description: Because of limited budget and
restricted time, companies need to know what key training
items can really enhance company performance and thus
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should have highest priority to being implemented first.
The number of possible combination of training items 1s
generally huge. For example, there are about:
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kinds of combination for a dataset with 23 columns. Tt is
difficult for companies to know how many items and what
items are crucial to the enhancement of company
performance. To find the optimal combimation of key
training items, real-world data must be collected first. The
data mclude:

The scores in each training item in the scorecard in
the last year

The busmess performance in the last year
Trammng-related information such as the number of
staff responsible for the training in the last year

The business performance in the following year

The business performance in the last vear is
compared with that in the following year to see if the
business performance 1s enhanced. Subsequently,
companies must be divided into two classes: one has
enhanced her company performance and one hasn’t.
Finally, an approach must be employed to find the best
combination of the items that can enhance company
performance. After collecting the training-related data, an
effective method should be employed to find what
combination of traming items is the best one to increase
the business performance. Since, a company’s budget in
practice, is limited and the time is constrained, a practical
and important issue is how many and what items have the
priority to being executed. In this study, we will use an
effective combined scheme to solve the problem.

TTQS scorecard: In order to ensure the benefits of
investments in training, a training quality management
system should be developed and implemented. During the
past vears, a number of tools were developed for this
purpose. Among them, ISO 10015 Quality Standard
(IS0, 1999) offers the best roadmap for organizations that
are committed to guarantee a fair amount of ROT (Return
on investment) from their organization’s training
investments. By deploying the TSO 10015 based training
quality management system throughout the orgamzation,
it turns out to be possible to establish correlations
between traimng and performance.

The government in Taiwan has set up a training
quality management system to help companies enswre
their training effectiveness. Based on the understanding
that human capital (Bassi and van Buren, 1999; Schultz,
1961) 1s the most important element of productivity in the
knowledge economics, the government developed a
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Fig. 1: A schematic diagram of the PDDRO management
process

quality management system. The system is called TTQS.
The TTQS provides five main management elements, i.e.,
plan, design, do, review and outcome (PDDRO). Followed
by these five elements, a scorecard was developed and
there are several items for each element to evaluate the
effectiveness of the TTQS. A schematic diagram of the
system is depicted in Fig. 1.

Twenty-one items are built up in the TTQS scorecard
for compames. Table 1 shows these items. The items can
be evaluated with a score of one to five, in which one
stands for not implemented, two for the item 1s partially
acknowledged and implemented and there are neither
documented records nor evidence, three for the item is
implemented according to documented processes, but
records or procedures are incomplete, four for the item is
implemented according to consistent processes and
records and documents are completely maintained and
five for the item is implemented, records and documents
are completely maintained and analysis of relevant data
and continual improvement are made. The minimum scale
is 0.5, For companies, there are six grades and the
mimmum total score for pass 1s great than 53, as depicted
in Table 2.

In addition to the above 21 items, some useful
additional information can be added to increase the
accuracy of the prediction on business performance.
Table 3 lists the additional information used in this study.

The proposed approach: The procedure for finding the
best combination of training items is depicted in Fig. 2.
Firstly, real-world data of traiming items are collected. The
data are from the Bureau of Employment and Vocational
Training (BEVT) in Taiwan. Additionally, some data
related to business performance are collected. For
example, the yearly turnover (revenue) and the growth
rate of turnover. In this study, we use the growth rate of
turnover to represent the business performance. The
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Table 1: TTQS scorecard for companies

Training element

Evaluation (training) Itemn

Plan

1 Defining
Disclosure of the vision, mission and strategy of organization
Defining business objectives and organizational needs
Defining training policy

Defining types or areas of core training

2 Documentation

TTQS and documented quality manual
Application of competence analysis related to training processes

3 Conformance

Conformance of training plan to achievernent of business objectives
4 Competence

Competence of personnel performing work affecting training quality
Coordination of training-related competence

Design

5 Criteria for selecting training products or services

6 Participation process of the interested parties

7 Combining training to needs and objectives

8 Systematic design of training plans

9 Standardization of purchasing procedures for training-related products and services

10 Level of conformance to the training plan

Conformance of rainee selection
Conformmance of teaching material selection
Conformance of instnictor selection
Conformance of training method selection

Conv

ersion of learning accomplishments to work environment

11 Records and information system

Review

Class

ification and documentation of training records

Level of MI8 implementation
12 Evaluation report and periodic integrated analysis

13 Monitoring and corrective actions

.
.
Outcome
.
.
.

Monitor of execution process

Corrective actions

14 Diversity and integrity of fraining outcome evaluation
Level 1: Response evaluation
Level 2: Leaming evaluation
Level 3: Behavior evaluation
Level 4: Outcome evaluation

15 Working performance of trained employees
16 Organizational diffusion effect of fraining
17 Special training performance

Financial aspect, skill aspect and social aspect

18 Miscellanea

Table 2: Grades of assessment in the TTQS (for companies)

Grades Scores
Fail <53
Pass 53.5-63
Bronze award 63.5-74
Silver award 74.5-85
Golden award 85.5-96
Benchmark 296.5

Table 3: Additional information for predicting business p erformance

Itermn No. Itemns

61 Capital

75 The number of staff performing training
76 Years of performing training

human resource management practices of a company can
really mfluence its yearly turnover (Huselid, 1995). Thus,
we will use the turnover growth rate as an indicator of
business performance.

The analytical tools we used in this study are GA
(Coley, 1999, Gen and Cheng, 1996, 1999, Goldberg, 1989,
Holland, 1975; Mitchell, 1996; Winter et ol., 1995) and
Support Vector Machines (SVM) (Burges, 1998; Corimna

654

and Vladimir, 1995; Liang et al., Z008; Riping, 2000;
Vapnik, 1995). The GA has been developed and applied
successfully to the problems of combinatorial
optimization. Tt provides a number of feasible solutions,
facilitating the decision under the enviromments of
multiple-objectives and allowing the management to select
the best alternative. The SVM was developed by Vapnik
(1995) and has been presented with sound theoretical
justifications to provide a good generalization
performance compared to other algorithms (Burges, 1998).
It has already been successfully used for a wide variety of
problems, like pattern recognition (Burges, 1998), credit
card fraud detection (Chen et al., 2004, 2006a) and more.
In this study, GA 1s employed to find the optimal
combination that has the best prediction accuracy, which
is obtained by using SVM. The details of steps are as:

Step 1: Encoding and initialization: The encoding of the
chromosome is illustrated in Fig. 3. The binary encoding
method 1s employed. The value of a gene is either 1 or 0,
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Collection of data of Taiwan training

Selection, crossover and mutation

Fig. 2: The flowchart for finding the optimal optimization

Gene 23 456 7710111213 72021 M

1{ojoejoj1|1]1 ojojo]1 1j]o0]j0]0

1: If the gene is selected
0: Otherwise

Fig. 3: Representation of chromosome

where 1 stands for the gene 1s selected and otherwise, 0
is given. A gene represents an item. There are A genes in
total, including 20 items (item 18 Miscellanea is excluded)
and additional data items such as capital, the mumber of
staff responsible for the training and more.

Step 2: Evaluation of the fitness of each chromosome:
Evaluation i1s performed based on the fitness of the
chromosome. The fitness is defined as the prediction
accuracy of the growth rate of yearly turnover. The
growth rate is classified into two classes:

Yi

1 if'the turnover growth rate of companyi = 20%
-1 otherwise

The growth rate 1s predicted usmg SVM. The
classification tool we used in this study is LIBSVM
(Chang and Lin, 2009). The kernel used 1s Radial Basis
Function (RBF). There are two parameters for this
function. Optimal parameters are first found using the tool
provided by LIBSVM. The 10-fold cross validation 1s
employed to investigate the prediction accuracy. The
chromosome that has a better fitness value will has more
chance to be retained to the next generation, depending
on the elitism strategy.
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quality system scorecard
Encoding and initialization
h 4 x
Evalustion of chromosome > SVM model
8: TTQS scores
+ x: Fitness value

Output and decoding

ParetA| 1| O|OG|O]1]Oo]1[1]1]|1]0O]1

ParentB| O |1 |1 |01 |1|1]O]O]1]0]1

Chidi|1]eJofof1]1]1]OojO)1]|O|1

Fig. 4: Crossover operation

Step 3: Using Roulette Wheel Selection method to select
parent chromosomes: The selection is performed
according to the probability P(x)) defined as:

(1)

il

P(x,)=

i

where, x; stands for the fitness value of ith chromosome.
A chromosome with a higher fitness value has more
chance to be selected. In this study, the eliism strategy
is employed. An assigned percentage of chromosomes
which have best fitness values are directly retained to the
next generation.

Step 4: Using crossover to generate a child chromosome
as offspring: The crossover operation 13 shown n Fig. 4.
A single-point crossover method is employed. A location
in parent A and n parent B 1s randomly selected and their
genes are combined to generate child 1, while the others
are put together to produce the other child,
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Step 51 Mutating to explore more solution space: The
mutation is done using the single-point mutation An
assigned percentage of clyomosomes are chosen to be
mutated to generate the offspring,

Step 6: Replacement: C ompati son of the fitness valuesin
the population is made and the least fit offgwing is
replaced A steady state method iz used, 1.6, the mun ber
of chrotmosomes is fixed in the popul i on.

Step 7: Termination condition: Stop, if the termination
condition iz satisfied. Otherwise go to step 2. The
termrination condition iz the pre-assigned generation
ruarber. When the generation is attained, the program is
stopped andthe resit iz outputted

RESULT S AND DISCU SSION

The system we developed in this study has a user
friendly interface. The GA program is coded by Java, The
AW employred it this studyis LIBSY I (Chats and Lin
2009, To facilitate the imgoat of the collected data, four
differert ingnat formats are alowed touge: LIB3VL CLC
(Chenefal, 20064, ENN (k-rearest neighbor s al gor tho)
atud Wlysrm (Fiping 200070, The system is idlustrated in
Fig. 5. In the main memy the population size, the
geteration rounber, the crossover rate and the mogation
rate can be easily entered. In addition, o elitism strategy
catn be inplemented and & percertage of best
chrotmozomes can be directly retained to the next
getieration

When the program is executed the prediction
accuracy iz caloulated and outpuatted, az shown in
Fig.a.

Real-world dats of training items are collected from
25 compardes. The data are from the Bureau of
Emplogment and ¥V ocational Training (BEVT) in Taiwan
Aodditionally, some data related to business perform ance
are also collected from the national database. The
influetices of genetic parameters are first examined to
ensae that an optimal solution catn be obtaned. The
vatiation of the fitness vaue with the generati an mam ber
iz ohserved and the expetimental resits show that the
genetation mumber 15 200 can give a good and stable
solution Consecquently, the generation manber is set to
be 200 in the following experiments. The popualation size
ig alzo changed atd the results illustrate that 530 is enough
to get best sclhutions The influences of crossover rate
atid mutaticn rate are alzo tested These tro pataneters
have litfle influence when the generation mumber iz 200
atud the popdati on size 18 50

L]
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Fig 5

The GA-BVM system

Fig &: The readt of prediction acowr acy by SV L

Tahk 4: Optimal ¢ svhivtions of ey rafiing iterns vwith different k
The Ho. of key demsk Hoea huatiom ( Trairg) items

2 14 16

3 2 e 16

4 4 2a INe 14

5 4 2 e 14 16

£ 4 2 Ie 14 15 16

7 14 2a 10 14 15 16

In practice, comparies may not have touch time and
moneyto perfiorm all the tramingitem s There is, therefore,
a need of finding som e key training items that are in top
priotity to performing The manber of the key items k can
be set in the GA-SVM program. Table 4 showed the
experimerntal results. When k = 5, for example, the key
iterns ate 1d 24, 10e, 14 and 16 (Table 17, indicating that
defining types or areas of core trairing, TTOS and
documented cuality manual, corsrersion of learning
accomplishunerts to work emvircnmert, diversity and
integrity of training outcom e evaluation, orgardizational
diffusion effect of training are crucia and should be
executed first If a com pary thinks five items to be too
much, they catn choose just three o four itetns by setting
k=3 or 4 The results demonstrate that the proposed
approach can effectively and officlertly find the optimal
coth bitation of key tramingitem s for compatdes.
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CONCLUSIONS

The purpose of this study 15 to apply a combined
scheme of Genetic Algorithms (GA) and classification
algorithms to find the best combination of key items for
training. Tt is of most concern for many enterprises to
understand if traming can promote employees’
competence and attain the orgamizational goal. Enterprises
are also worried about if the implementation of training
can boost management performance. In this study, the
evaluation items in the Taiwan Training Quality System
scorecard as well as the turnover growth rate are
employed to classify 85 compamnies in the manufacturing
industry in Taiwan. In addition, the key items for
mncreasing the turnover growth rate of an enterprise are
found using the combined scheme.

Results from the experiments show that an optimal
combination of key items can be easily and effectively
found. When enterprises aim to successfully improve
the performance

implement training,

business and  cost-efficiently
they can concentrate on the key
items of training. Further studies are recommended to
use the combined scheme developed in this study to
solve the other kinds of combinatorial optimization
problems, such as key items for selecting potential
companies in stock market. Moreover, other indicators of
business performance can be employed to exame the
correlation between the training items and business

performance.
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