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Abstract: Because of its requirement of precisely extracting moving objects, motion segmentation especially
for dynamic scenes 1s more difficult than motion tracking. So, efficient image segmentation methods may be
employed to solve above problem, which drives us to develop more novel motion segmentation method for
dynamic scenes. In this study, a novel image segmentation method using level set is employed to design a new
motion segmentation method for dynamic scenes. From theoretical analysis, level set method and Gaussian
Mixture Model (GMM) are two very valuable tools for natural image segmentation. The former aims to acquire
good geometrical continuity of segmentation boundaries, while the latter focuses on analyzing statistical
properties of image feature data. Derived from this common knowledge, a novel level set image segmentation
method integrated with GMM (called as GMMLS) has been proposed in previous studies. Wherein, Gaussian
mixture model is used to analyze image feature, moreover the effectiveness and good performance of GMMILS
also have been demonstrated. Based on GMMLS, a new motion segmentation method for dynamic scenes 1s
proposed in this study and experimental results on several moving objects in dynamic scenes indicate that new

method owns some excellent and particular worthiness on such practical applications.
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INTRODUCTION

Motion segmentation is a primary requirement for the
comprehensing of video contents and 18 also a key
processing in many applications of computer vision
like video surveillance, video indexing, traffic monitoring
and so on (Gruber and Weiss, 2007; Hui et al., 2011,
Guo-quan and Zhan-ming, 2011). Motion segmentation
aims to extract moving objects (foreground) from a video
sequence (Zhang and Lu, 2001). Though many researches
have been executed in the past decades, however the
performances of most algorithms still seriously fall behind
the ability of human vision (Gruber and Weiss, 2007).
Now, feature-based and dense methods are two types of
typical motion segmentation methods. In featwre-based
methods, a moving object 18 represented by a certain
mumber of specific points like corner points or salient
points, while in dense methods motion segmentation is
pixel-wise performed (Kumar et al., 2008).

In early researches, scientists usually borrow motion
estimation methods to implement motion segmentation
like classical optical flow field methods (Jepson and Black,
1993; Cobos and Monasterio, 2003; Berthold and
Schunck, 1993). In those methods, only displacement
vectors of moving object are considered in performing
segmentation. Although, apparently accurate results can

be obtained, however, motion estimation approaches
strongly depend on the performance of estimated optical
flow field, because that optical flow field can not be
reliably evaluated in many cases due to the noise,
missing data and the lack of priori knowledge
(Zappella et al., 2009). Besides, motion blur will also affect
the accuracy of estimated optical flow field especially n
dynamic scenes (Stolkin et al, 2008). Consequently,
motion estimation based algorithms are doomed to result
in imprecise segmentation results especially around the
edges of moving objects (Jodoin and Mignotte, 2005). To
remedy above problem, spatial constraints are usually
considered to achieve more precise motion segmentation
results. Jodoin and Mignotte (2005) proposed a K-
nearest-neighbor-based fusion procedure in their article
where spatial and temporal features of moving object are
simultaneously analyzed. Even so, gaining precise optical
flow field is very difficult in dynamic scenes which will
seriously drop the segmentation accuracy of moving
object. In contrast, derived from dense processing,
clustering based segmentation methods will be very
worthy for such cases. So, a novel level set image
segmentation method GMMLS will be employed to
explore the problem of motion segmentation in
dynamic scenes in this study, wherein some particular
and excellent segmentation performances will be
indicated.

Corresponding Author: Zhenping Xie, School of Digital Media, Jiangnan University, Wuxi, 214122, China
1942



Inform. Technol. J., 10 (10): 1942-1949, 2011

INTRODUCTION TO GMMLS METHOD

Gaussian mixtwre model and level set image
segmentation methods are two mmportant methods used
in image processing field (Devi and Kumaravel, 2008;
Zhang et al., 2008; Giridhar Akula et al., 2007; Britto and
Ravindran, 2005a, b, 2006a, b). From mtutive thinking,
there is a great complementarity between them. Inspired
by this recogmition, a new level set method integrated
with Gaussian mixture model GMMLS has been proposed
in previous studies (Xie, 2007).

GMMLS model objective: Let Q= {1, 2, 1.} denote entire
image domain with L regions and € represents the lth
segmentation region. Let X = {x,, X,,....Xy} be image feature
data set, where x; represents the image feature of 1th pixel.
Let S (Q) denote a partition of €, 6 be the parameter of
Gaussian mixture model and M be the number of domain
prototypes. Herein, Gaussian mixture model (Bilmes, 1998;
Redner and Walker, 1984) is the most practical
representative tool among all mixture density models. It
principally assumes that, for a dataset X, every sample x;
1s said to be independent and 1dentically distributed (1.1.d.)
and its corresponding distribution can be denoted by m(x)
expressed as follows:

M
m(x)= Y og;u, L)
=1

where, M 1s the number of cluster prototypes. w, is a priori
probability with:

g (x;68)) 1s a multivariate Gaussian function, defined as
follows:

1 1 -
g(x;uj,zj)mexp{z(xujfz] l(xfuj)}
]

(2m)™ |E

where i, X, represent the mean and covariance of a
multivariate Gaussian function, respectively.

When X is known, the question how to obtain
optimal S (£2) should be an equivalent description of
general image segmentation objective, meanwhile optimal
model parameter 8 should be achieved when Gaussian
mixture model 15 used to represent the data distribution of
image feature. Thus, following model objective in GMMLS
can be proposed.

¢ (@) =are max p(s(2))p (&) T(e (x,

a3(@) o)

0)p" (x,
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Further, if a likelihood function T(p) is introduced, we
have:

Lip(8.5(%2) [ X)) = In (p(SEEN} + In (p(B))

N L (] )
+CY In(pix, | 69+, 3 In (p(x, | 6)
i=l I=l xj=6y
Therefore, we have:
§'(Qy=arg max L{p(e,5(C2)| X)) (2)

In level set image segmentation methods, S (€2) could
be commonly represented by level set functions, where a
level set function ¢ can divide Q into two domains. Thus,
if the desired number of segmented domains 1s L, it needs
at least [log, (I.)] level set functions. If log ,(I.) is not an
integer, there must be some empty representative
domains, which will result in many undesirable problems
in practical applications (Rousson, 2004). So, many
studies consider that every desired segmentation
domain 1s represented by mdependent level set function
(Ayed et al., 2006; Brox and Weickert, 2004, 2006). Here,
for convenience, the case that there are only two
desired segmented domains (I, = 2) is firstly consider.
When L = 2, to facilitate following discussion, two
segmented domams may be denoted as foreground and
background (€2 and €,), respectively. Accordingly, p. and
p. are used to represent corresponding data density
functions. Thus, Eq. 1 can further be rewritten as
follows:

L(p®,8()| X)) = In(p($(Q)) + In(p(6)) + C Y, In(p(x | 6)) 3)
=8 3
+ 3 In(p_(x |90+ Y In(p,(x|8))

xef

GMMLS algorithm: For GMMLS model objective,
following equations must hold when the optimal model
objective is reached by means of EM algorithm.

uj(t+1):7%&(m9(t))x} (4)
Y P, (ifx:0(1)

1=1

P](t+1):%iPs(j|xi;®(t)) (5)
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Again, in terms of the well-known whole probability
theorerm, there have:

w, p(xy;@(t))= P(xy|k§®(t))Pk

p(x,:©(1)) =
(7)

P(j‘xy;@(t)):

Furthermore, following updating equation with
respect to ¢ (y) can be deduced:

&yt +1)=¢{y.t )+ ALS, (¢)| In (p_ (xy;B(t)))—ln (p+ (xy;e(t))) +v- V{%ﬂ

(8)

where, 8, (x)1s the derivative of the Heaviside function: 5 =m’
According to above derivations, following GMMLS
algorithm is proposed:

GMMLS Algorithm:

1:  Given predefined parameters L_, L, and C, initialize segmented
boundaries and corresponding level set function, then calculate 1, P;
and X; under initial conditions. Let t=0;

2:  Update P(j|x,;8(1)) using (7)

3. Calculate & (t+1) using (8);

4:  Update ;, P, and % using (4), (5) and (6), respectively;

5 Update ¢ (¥, t+1) using (8);

6. If Qa6 - Q86 < or treaches its maximum, terminate;

Q@8
otherwise set t =t+1 and go to Step 2

Tt should be pointed out that, for Step 5 in above
algorithm, the update Eq. of ¢ (y, t+1) might not guarantee
to obtain optimal solution of QU@&(t)  Nevertheless,
when selecting a suitable At, it can be ensured that the
objective value of QEOW) can increase step by step
during iteration procedure. On the other hand, in terms of
generalized EM algorithm, in Step M, it 18 not necessary
for each variable to reach their optimal solutions related to
maximum objective likelihood. For these variables, it only
requires that better result can be obtained than preceding
iteration. Therefore, above GMMLS algorithm can
guarantee ultimate stable solution corresponds to a
maximum of ASE) | Following experimental results also
confirm it.

MOTION SEGMENTATION IN DYNAMIC
SCENES USING GMMLS

One major goal of computer vision 18 to recover
intrinsic knowledge about a scene from a group of images
or video sequences (Ranganathan and Shah, 1988),
wherein motion is a type of important visual information
mvolved in video sequences for video understanding and
processing (Bovik, 2005). Motion not only reflects

spatio-temporal relationship of a moving object but also
carries a lot of semantic mformation So, motion
segmentation is one of the very interesting topics in video
image processing and its applications. By means of
motion segmentation, many applications of machine
vision can be implemented in video momnitoring.

Here, a new way on extracting moving objects from a
dynamic video sequence 1s proposed, where foreground
(moving object) and background are all continually
changmng. Derived from the combination of clustering
analysis and level set method, new method can be less
influenced by inaccurate local motion information,
inaccurate edge information, inaccurate optimal flow field
and other inaccurate spatial information, such that new
method can provide more opportunities to gain good
segmentation results.

Next, several groups of motion segmentation
experiments will be done by GMMLS and compared
methods with different settings.

In addition, as noises can not be avoided n recorded
video, preprocessing procedure is needed to improve
motion segmentation quality. Here, famous Gaussian
smoothing operator is used to blur given video images
and remove mnoises. The degree of smoothing is
determined by the standard deviation of Gaussian
variance. At the same time, Lab color space 1s used to
represent pixel feature for color video images.

Experimental results: Here, the motion segmentation
results on several video sequences obtamed by GMMLS
and compared metheds are reported, wherein Matlab? is
used as software platform and .avi video format 1s
adopted.  Statistical analysis of original motion
segmentation results is done by means of statistical
software SPSS version 16.0. There 1s no special demand
for computational hardware but the compatibility with
above-mentioned software is required. Of course, a quick
CPU and enough memory space will provide more
advantages to speed up algorithm performance.

Experiment 1: Here, some motion segmentation results
obtained by GMMLS with same video sequence but
different parameter M of GMMLS are firstly reported In
this experiment, moving object was a walking person in
front of a fixed camera throughout whole video clip.
Moreover, the predefined mask was used to delimit the
region of interest which would help algorithm to rapidly
concentrate on moving object. Otherwise, some
unnecessary time would be spent to exclude non-
interesting region (or to understand real moving object).

Figure 1 shows continuous and accurate motion
segmentation results from the first frame to the last frame
obtained by GMMLS with different M_and M, on same
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Fig. 1(a-1): A group of motion segmentation results on a moving person in front of a fixed camera obtained by GMMLS
with different M. (foreground) and M, (background)

video where corresponding execution times are 150 sec for
a-d-g-] (M. = 2 M, = 2) 192 sec for b-e-h-k (M. =M, = 3)
and 222 sec for c-f-I-1 (M. = 2 M, = 4), respectively.
Besides, motion segmentation results are also exhibited
using red solid cwves and the corresponding tracking
results are represented by green solid rectangles m Fig. 1.

From Fig. 1, it can be noticed that the larger value of
cluster number of foreground or background will result in
longer execution time because the processing of
expectation maximization and classification must be
performed at every cluster. Another fact also can be
found from this experiment is that the value of cluster
number of foreground M. is always set as 2. For this, main
consideration 15 that, firstly it should be greater than one
and secondly, larger M. will increases more possibility of

dividing background areas into foreground which may
make desired motion segmentation inaccurate. From our
experimental comparisons, M. = 2 1s a good default setting
if no any reliable prior knowledge is supplied. The motion
segmentation results illustrated in Fig. 1 clearly display
that GMMLS can excellently perform motion segmentation
task on a moving person in front of a fixed camera.

Experiment 2: Tn this experiment, other three motion video
sequences in different dynamic scenes were studied,
concretely, (a) a walking person towards a quivering
camera, (b) a motion frog in dynamic grasses scene, (¢) a
surfing person on water scene. Figure 2 gives out
segmentation results obtained by GMMLS with same
experimental parameters M. = M, = 2 and same processing
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Fig. 2(a-c): Several different moving object segmentation results obtained by GMMLS: (a) a person towards a quivering
camera in indoor scene, (b) a frog in dynamic grasses scene and (¢) a swfer on dynamic water surface

program where detailed motion segmentation and tracking
results are also illustrated usmng similar method like
experiment 1. The motion segmentation results illustrated
in Fig. 2 demonstrate that GMMLS has effectively
accomplished motion segmentation task on these three
different dynamic scenes which accords with the results

indicated in experiment 1. Especially, for the first video
sequence, walking person (foreground) was moving
towards the camera and the background was also
continually changing, so exact motion segmentation was
difficult because inage feature of moving object was also
continually changmmg. Even so, GMMLS stll gamned
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Fig. 3(a-d). Two groups of motion segmentation results obtamed by two comparative methods: GMMLS in (a) and (c)
and motion velocity-based tracking method in (b) and (d)

perfect segmentation results. At the same time, moving
objects in other two-video sequences were continually
varying as well and accurate segmentation results were
also achieved by GMMLS. Above experimental results
demonstrate that GMMLS has good performance on
motion segmentation in dynamic scenes.

Experiment 3: In this experiment, the segmentation
performance of GMMLS using same experimental method
was further examined, wherein motion velocity-based
tracking method proposed by Peddiredd: (2008) was used
as comparison, which is an excellent representative of
tracking methods. Figwe 3
corresponding segmentation results obtained by GMMLS
and above compared method. Concrete results clearly
show that GMMLS gains good segmentation results
and better performance than compared method. For
example, if only motion velocity or optimal flow field 1s
considered, iaccurate motion status may  be
estimated as illustrated in tracking sequences (b) and (d)
in Fig. 3. In sunmary, GMMLS is very valuable for
practical motion segmentation or tracking m dynamic
scenes.

motion illustrates

Computational efficiency: In the field of information
processing; computation complexity 1s an important index
in determimng the effectiveness and the performance of
an algorithm. Accordingly, some statistic analysis on
execution speed of proposed method are performed,
wherein the affective factors of execution effectiveness
also 13 explored by means of motion segmentation
experiments on several different types of video sequence.

Firstly, four video sequences are used same as in
preceding experiments and named as a, b, ¢ and d,
respectively. The first one (a) contains a motion frog in
dynamic grasses scene, the second (b) contains a walking
person towards a fixed camera, the third (¢) contains a
walking person towards a quivering camera and the last
(d) contans a surfing person on water scene. Their major
differences are moving content (person or animal) and
environments (corridor, open-air area, water, or grasses).
Secondly, the examined video frames are fixed at 15, 30, 45,
60, and 75. Finally, total execution time at each examined
video frame is recorded with second.

All  experiments were done three times, and
corresponding mearn, 95% confidence interval, mimmum
and maximum of execution time are reported in Table 1.
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Table 1: Total execution time at different fixed frame number executed by GMMILS on different videos

95% confidence interval

No. of frames Video sequence Mean Lower bound Upper bound Minirmum Maximum
Frame 15 A 82.87+1.40 79.39 86.35 81.27 83.86
B 10.53£0.44 9.44 11.62 10.11 10.98
C 28.5241.20 25.52 31.51 27.23 29.63
D 19.3442.09 14.14 24.54 17.63 21.67
Frame 30 A 157.724+4.01 147.76 167.68 153.56 161.56
B 20.94+1.28 17.76 24.12 19.52 22.00
C 58.50+0.59 57.03 59.97 57.84 58.99
D 40.78+£7.23 22.83 58.74 32.44 45,11
Frame 45 A 234 46+7.16 216.67 252.25 226.53 240.45
B 35.5043.37 27.13 43.87 32.58 39.19
C 84.21+6.97 66.91 101.51 80.06 92.25
D 64.87+£5.27 51.77 77.97 59.08 69.39
Frame 60 A 389.20+£27.81 32013 458.28 358.34 412.31
B 44.53+1.80 40.06 49.00 43.20 46.58
C 123.5443.98 113.66 133.42 121.02 128.13
D 76.68+17.78 3252 120.84 60.99 95.98
Frame 75 A 489.28+24.34 428.81 549.74 462.27 509.52
B 56.06+5.49 4242 69.71 49.86 60.31
C 154.21+2.52 147.95 160.47 151.77 156.80
D 95.32410.42 69.43 121.21 88.33 107.30
Concretely, Mean denotes the mean execution time at REFERENCES

corresponding. Number of frames for given video
sequence, similarly, Minimum and Maximum record the
minimum and maximum of execution time at same case and
95% Confidence Interval record the Lower Bound and
Upper Bound within 95% confidence interval. Herein, the
performance indices Mean and Confidence Interval are
two very valid statistical quantities for discriminating the
properties of the experimental results.

From Table 1, it can be found different moving
objects or video scenes will result in different execution
times. And if moving objects or background scenes are
rapidly varying, more execution time is required to adapt
more differences between two contiguous video frames,
s0 more execution time is demanded to gain accurate
motion segmentation results. The detailed experimental
results listed in Table 1 also approve our theoretical
explanation.

CONCLUSION

Although, motion tracking has been widely exploited
in past tens of years, however motions segmentation
especially in dynamic scenes still remains vast un-reached
domains faced in practical applications. In this study, a
novel level set image segmentation method GMMLS 1s
employed to perform above task, experimental results
demonstrate that GMMLS can gain good motion
segmentation performance and own some specific merits
for such type of motion segmentation problems.
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