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Abstract: An improved Particle Swarm Optimization (PSO) algorithm coupling with prior information for function
approximation 13 proposed m present study. The prior information derived from the first-order derivative
mformation of the approximated function 1s used to adjust the position of the particles. In the new
approximation algorithm, feedforward neural network is first trained by improved PSO and then by BP. The prior
information narrows the search space and guides the movement direction of the particles, so the convergence
rate and the generalization performance are improved. Experimental results demonstrate that the new algorithm

1s more effective than traditicnal methods.
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INTRODUCTION

Feedforward Neural Network (FNN) is known to be
universal approximator for any non-linear function
(Lawrence et al., 1996, Meng and Sun, 2000). The learmng
algorithm determines the rules for optimizing parameters
of network within the training period Backpropagation
(BP) 1s one of the most used algorithm for FNN learming.
It adjusts the weights and thresholds of network
based on the gradient information of the fitness function
i order to reduce the errors over all mput patterns
(Werbos, 1990). However, gradient methods may only
comverge to a local optimum and are sensitive to the
values of initial parameters (Rumelhart et @l., 1986). Many
improved BP algorithms have also these shortcomings in
esserice.

In recent years, some swarm intelligent algorithms
such as Genetic Algorithm (GA) and Particle Swarm
Optimization (PSO) have been used to optimize FNN
because of their good capability of global search. The
error functions are less likely to be trapped in a local
optimum and need not be differentiable or even
continuous (Sexton and Dorsey, 2000; Parrott and
Xiaodong, 2006). Compared with GA, PSO has some
advantages. First, the computing formula s simple,
whereas, GA has complex genetic computations such as
crossover and mutation. Moreover, PSO has memory.

Finally, PSO converges more rapidly than GA in most
cases (Yang et of, 2007). FNN optimized with PSO is
more suitable for function approximation.

The basic PSO algorithm has some drawbacks. It is
easy to lose diversity and cannot converge to global
optimum with probability 1 (Lovbjerg and Krink, 2002;
Ozecan and Mohan, 1999). In order to overcome these
drawbacks, many improved PSO algorithms have been
proposed from different aspects, such as the Adaptive
Particle Swarm Optimization (APSO) (Shi and Eberhart,
1998) and the Quantum-behaved Particle Swarm
Optimization (QPSO) (Sun et al., 2004) etc. They have
been effective to some extent but sometimes may lose
convergence direction.

In fact, the prior information abstracted from samples
can be used to speed up convergence rate and improve
generalization performance (Lv et al, 2004). In the
literature (Han and Ling, 2008) an approach for function
approximation based on APSO and a prior information
(APSOAEFDI-MHLA) was proposed which the fitness
function was meodified according to the denvative
information. Tn this study, a new PSO algorithm coupling
with prior information is presented. After the position of
each particle 1s imitialized randomly, the prior information
derived from the first-order derivative of the function 1s
used to adjust the position of the particles. As the prior
information guides the direction of particle flight, the
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search space of PSO is narrowed and particle swarm can
converge to global optimum more quickly. For
function approximation, FNN is trained by the
mnproved PSO first and then by local search algorithm-
BP.

PARTICLE SWARM OPTIMIZATION

PSO 18 a kind of algorithm to search for the best
solution by simulating the movement and flocking of
birds. It 1s a form of evolutionary computation techmque
firstly described by Kennedy and Eberhart (1995). The
basic PSO formula defines each particle as a potential
solution to a problem i D-dinensional space, with
particle i denoted as X = (X, Xy Xp) FEach particle
maintains a memory of its previous best position and
a velocity along each dimension, represented as
P, = (P, P;,, Pn). At each iteration, the P vector of the
particle with the best fitness m the global neighborhood,
designated g and the P vector of the current particle are
combined to adjust the velocity along each dimension and
that velocity is then used to compute a new position for
the particle.

In the PSO algorithm of Kennedy and Eberhart, the
formula of the velocity and position of particle i are
updated as following:

V=V +¢ 1 and O, X, )+c, *rand ()*(Pga _Xga) (1)
Kig= Xy T Vi (2)

where,1=1,2,..,N,d=1,2, ...,D and N 1s the swarm size.
¢, and ¢, are called learning rates which determine the
relative influence of the social and cognition components.
Furthermore, a constant-Vmax is used to arbitrarily limit
the velocities of the particles and improve the resolution
of the search.

PSO 15 widely used to train FNN and its basic idea of
is that PSO replaces traditional learning algorithm
such as BP to train parameters of FNN (Salerno, 1997,
Settles and Rylander, 2002). Each particle 1s a vector
and represents a set of parameters. In other words,
the parameters are evolved every iteration for each
particle.

The tramnmng error i1s used to compute the fitness

f(x):

1
foy-
13 , 3
1+E§(yp -t,)

where, p is the number of samples, y, is actual cutput and
t, 1s given output.

After either the maximum number of iterations or the
minimum error cutoff has been reached, the program
terminates and the optimum solution 1s obtained from
particle swarm. This optimum solution 1s the particle with
the best fitness--the one with the lowest error.

PSO COUPLING WITH PRIOR INFORMATION
FOR FUNCTION APPROXIMATION

PSO coupling with prior information (PT-PSO) can
improve convergence rate. For function approximation,
many function properties abstracted from samples can be
used to derive prior information. In present study, the
first--order derivative of function is considered for three
layers FNN and the output layer has only one node.

Before introduction the computing process of prior
information, we first make the following mathematical
notation about samples. Assume that (%, t) represents the
i thsample, where i=1, 2,.., N, % = [X;, X5p,.... Xjp] €R™

The first-order derivative of the network output with
respect to x;; can be obtained as:

H IS
gx,) = Yow, HEh ) e, &)

Ja=1

where:

~ 1
)= em

I
- #
u= Ewﬂﬂ xljl * 812
jl=t

(Lv et al, 2004). w,, denotes the weight from the j* th
hidden neuren to the output neuron and wy;, denotes the
weight from the j' th input neuron to the j* th
hidden neuron. 0;, denotes the threshold of the j* th
hidden neuron and H is the number of the hidden
nIeurons.

According to Mean-Value theorem, the approximate
estimated values of the functional first-order partial
derivative can be obtained as (Lv et al., 2004):

by —t
£1x,) = i+ ~ Loy (5)

K — Finq

Assume that g" (x,) = " (x;,), then the following
expression can be derived:
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H n = oot

Yow, Fw, [ wy, Are” 4 L ~lew (6)
2 Wi 2y el

el = (I+e™) Xeiit ~ Xa-nit

Obvicusly, Eq. 6 shows the relation between w, and
W31, In PSO-FNN, the relation can be used as important
prior information.

In PSO algorithm, after the initial position of each
particle is produced randomly, the value of corresponding
dimensions would be modified according to above
relation because each particle represents a set of
parameters. w;, will increase or decrease dynamically until
the value of /g'(x;,)-f(x,,)/ 15 less than &, where £ 1s a very
little value. For example, w; may add or subtract
Jel)-T0,)/ . In iterative process, p, would be
modified by similar operation to guide each particle's
flight. Thus the searching space 1s narrowed and the
global optimum can be obtained more quickly.

PSO has good capability of global search but BP is
more efficient in local search. In FNN training process,
PSO combined with BP algorithm can be used to achieve
optimum, effectively. The neural network is trained by
PSO to near the global optimum and then is trained by BP.
The algorithm 1s called PSO-BP.

In this study, we use PSO coupling with prior
information and BP to tramn FNN. The algorithm 1s referred
to as PI-PSO-BP.

EXPERIMENTAL RESULTS

In order to demonstrate the good performance of the
new approach, a lot of experiments have been conducted
in MATLAB 7.0. The simulations for function
approximation of six algorithms which are BP, PSO-BP,
APSO-BP, QPSO-BP, APSOAEFDI-MHLA and PI-PSO-BP
have been carried out. The following two functions are
selected:

¥ = (- (40x / ) + 2040x / 7)° — 0.4¢0x /e @ (7)
v = sin (5x)/(5x) (2)

As for function (7), assume that the number of the
total training data 15 126 which are selected from [0, 7] at
identically spaced mtervals. 125 testing samples are
selected from [0.0125, ©-0.0125] at identically spaced
intervals. Similarly, as for function (8), assume 121 training
samples are selected from [0, 3] at identically spaced
intervals. 120 testing samples are selected
[0.0125, 2.9875] at identically spaced intervals.

The approximating results of the PI-PSO-BP algorithm
for the above two functions are shown in Fig. la and b.
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Fig. 1 (a-b): The approximating results of the PI-PSO-BP
algorithm for approximating function: (a)
y = (1-(40x/7) + 2 (40x/1T) -0.4 (40x/ 1)) €7
(b) ¥ = sin (5x)/(5x)

Table 1: The average values of MSE and iteration No. for approximating
the function y = (1-(40x/m) + 2(40x/m)? -0.4(40%/7)7) e with
six learning algorithms

Learning algorithms Training MSE Testing MSE Iteration No.
BP 5.3561e4 4.6163e4 30000
PSO-BP 3.0835e4 2.2546e-4 15000
APSO-BP 2.6549¢e4 1.6577e4 15000
QPSO-BP 1.1752e4 9.7861e-5 15000
APSOAEFDI-MHLA  4.6037e-5 2.3812e-5 15000
PI-PSO-BP 5.4628e-5 3.6791e-5 15000

The testing errors of the PI-PSO-BP algorithm for the
two functions are shown in Fig. 2a and b.

Mean Squared Error (MSE) and iteration number are
used to compare the performance of each algorithm. The
experiments are conducted for fifty times and the
corresponding results are summarized in Table 1 and 2.

From the above experimental results, the conclusions
can be drawn as follows:

First, as for each function, the iteration numbers of
BP are more than the other FNN learning algorithms which
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Fig. 2 (a-b): The testing errors of the PI-PSO-BP algorithm for approximating function: (a) v = (1-(40x/7) + 2 (40x/1)* -0.4

(40x/T)") ™™™ (b) y = sin (5x)A(5%)

Table 2: The average wvalues of MSE and iteration number for
approximating the function y = sin (5x)/A(5x) with six learning

algorithms
Leaming algorithms  Training MSE Testing MSE Tteration No.
BP 1.5324e-4 1.4652e-4 30000
PSO-BP 8.2691e-5 7.9532¢-5 15000
APSO-BP 7.6217e-5 7.5632e-5 15000
QPSO-BP 6.8073e-5 6.6594e-5 15000
APSOAFFDI-MHLA ~ 2.0874e-5 1.8991e-5 15000
PI-PSO-BP 3.1562e-5 2.7675¢e-5 15000

use PSO or improved PSO. The results show that PSO can
speed up the training process of FNN by its capability of
global search.

Second, the testing errors of PI-PSO-BP are close to
APSOAFEFDI-MHLA and are always less than the other
four algorithms. The results demonstrate that PSO
coupling with prior information can improve the
approximating accuracy of FNN effectively.

Finally, Fig. 1 shows that the approximating curves
are almost consistent with the curves of the functions.
The new approach for function approximation works well.
In the following, the corresponding parameters with
respect to the new learning approach for approximating
the two functions are discussed. The experimental results
are shown from Fig. 3 to 5.

From Fig. 3 to 5, the conclusions can be drawn as
follows:

First, Fig. 3 shows that as for function (b), the testing
error has a downward trend when the number of hidden
neurons 1s less than 8 and then rises again. For function
(a), the testing error 1s the lowest when the number of
hidden neurons is 10.

Second, Fig. 4 shows the relation between the testing
error and the number of particles. Obviously, the most
suitable number is 30 for the two functions.

%107~
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=8=Function (b)

6 65 7 75 8 8BS 9 95 10
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Fig. 3: The relationship between the number of hidden
newons and testing error for approximating the
functions: {(a) v = (1-(40x/m) + 2 (40x/m)* -0.4
(40x/T)") ™™ (b) ¥ = sin (5x)A(5%)

Finally, it can be found from Fig. 5 that the more the
numbers of iteration are, the less the testing errors
are.

In addition, the relationship between the iteration
numbers of PSO and BP m three algonthms for
approximating the two functions is listed in Table 3 and 4.

From Table 3 and 4, we can find that the testing
errors of the new learning approach are still the lowest
one when the iteration numbers of PSO and BP are all less
than the other two algorithms. The results show that the
prior information helps PSO converge faster and BP can
find more accurate global optimum in shorter time. So, the
generalization performance of PI-PSO-BP is the best.
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Fig. 4 The relationship between the number of particles
and testing error for approximating the functions:
(a) y = (1-(40x/m) + 2 (40x/1)* -0.4 (40x/1)") e ¥,
(b) y = sin (5x)/(5x)
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Fig. 5. The relationship between the number of iteration
and testing error for approximating the functions:
(a) y = (1-(40x/m) + 2 (40x/1)* -0.4 (40x/1)") e ¥,
(b) y = sin (5x)/(5x)

Table 3: The relationship between the iteration numbers of PRS0 and BP in
three algorithms for approximating the function: y = (1-(40x/m) +
240x/)? -0.4(40/ )y e B

Teaming Tteration No. Tteration No.

algorithms of PRO of BP Testing MSE
PSO-BP 150 15000 2.2546e4
QPSO-BP 150 15000 9.7861e-5
PI-PSO-BP 100 10000 5.8742¢-5

Table4: The relationship between the iteration numbers of PSO and BP in
three algorithms for approximating the function: v = sin (Sx¥(5x)

Leamning Iteration No. Iteration No.

algorithms of PSO of BP Testing MSE
PSO-BP 150 15000 7.9532e-5
QPSO-BP 150 15000 0.65%e-5
PI-PSO-BP 100 10000 4.3601e-5

CONCLUSIONS

Present study, an improved PSO algorithm 1s
proposed. According to the prior information derived from
the first-order derivative of function, the corresponding
particle positions are modified. Then the new algorithm
combined with BP 1s used to train FNN for function
approximation. The experimental results show that PSO
coupling with prior information has better convergence
rate and can improve approximating accuracy. Future
research works will find more effective prior information
for PSO algorithm.
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