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Abstract: In the complex electromagnetic environment, the feature parameters could be classified with favorable
separating degree in high Signal-to-noise ratio (SNR) by conventional gray relation algorithm. Tn low SNR,
however, it will be existed overlapping phenomenon and even hard to select standard sample values of unstable
parameter. Amning to these 1ssues, this study does further research on the classifier design method based on
gray relation algorithm. By introducing the mean samples gray relation, the selection of standard sample value
1s improved. Moreover, the features are weighed according to the surplus degree which increases the adaptive
ability of the gray relation algorithm. Meanwhile, the paper used the mterval relation classifier based on
adaptive entropy weight to classify the featwres with overlapping properties. Tt overcome the problem of
selecting standard samples and had some adaptive ability to some extent. Comparing with other algorithms, it
has the best classification effect.
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INTRODUCTION

Nowadays, more and more signals and noise are
exiting and the commumnication environment 1s more and
more complex. In order to get lugh recognition rate, the
extraction of relatively stable characteristic parameters are
important under the environments of low SNR and the
choice of classifier design is also very critical. The
adaptive ability of general traditional classifier (Lee et al.,
2010a; Foo et al., 2011; Nourain and Samir, 2011) 1s poor
to some extent. In the low SNR environments, even if the
characteristic parameters are stable, it is also hard to
achieve a satisfactory result. The support vector machine
(Wu and Zhao, 2006; Shafri et al., 2009, Yeary et al., 2009,
Lee et al., 2010b; Huang et al., 2010) also has better
recognition effect for signal feature classification.
However, the selection of kernel function is the key
process of recognition, it directly affects the final result.
The proposed of neural network classifier (Qureshi and
Talil, 2002; Tahir et al., 2006, Lotfi et ai., 2010, Razavi and
Tolson, 2011) open up a very good road for the design of
classifiers. It 18 more widely used i the signal
identification field because of its good adaptive ability.
The literatwre (Zhang et al., 2005) recognized several
kinds of radar signals by using neural network classifier
based on the characteristic parameters of similar
coefficient. Tt achieved a good recognition effect to the
parameters which had good gathered degrees but for the
signals which had poor gathered degrees, the recogmtion
rate was falling rapidly. The gray relation theory is also

more and more widely used in the classifier design in
recent years. Yun and Jing-Chao (2011) put forward a
radar signal recognition algorithm based on neural
network and gray relation theory and it also put up some
theoretical research of blind recognition algorithm based
on neural network and gray relation theory. However, the
algorithm only suitable for the signals which have good
gathered characteristics and 1t i1s not applicable for the
parameters with overlapping features. The interval relation
algorithm (We1, 2006) 13 always used in the decision
problem analysis (Zhang, 2005) and target selection
(Chen et ol., 2010). While, the selection of relation
coefficient weights are the key problem of interval relation
algorithim identification.

Based on the several characteristics of classifiers
proposed above, this study analyzes 5 classifier design
algorithm aimed at the signals with overlapping
characteristics parameters. Tt focuses on the study of gray
relation algorithm and proposed some corresponding
improved algorithms. It also compares and simulates the
classification effect of the overlapping characteristics
parameters using the above algorithm in different SNR. It
provides a good theoretical basis for the recogmition of
overlapping characteristic parameters in engineering
application.

NEURAL NETWORK CLASSIFIER

In recent years, the neural network technology
develops rapidly. It is a complex processing unit which is
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widely connected by a number of simple, processing
units. Tt is also a highly complex nonlinear dynamic
system reflecting many basic characteristics of human
brain function.

The neural network has powerful pattern recognition
ability, good automatically adaptive ability to the changes
of environment and it 1s able to handle complex non-linear
identification problem well. With its strong robustness
and potential fault tolerance, the neural network has been
more widely used in the design of signal classifier.

Kasakawa et al (2010) made a more detailed
description of the basic theory of the newral network, so
this study is no longer retelling. The paper mainly
compares several improved gray relation classifiers and
the neural network classifier with strong adaptive abality.
It puts the emphasis on the further discussion of gray
relation classifiers. The recognition effects of different
classifier designs are explored in low SNR when the
feature parameters have the overlapping performance.
Meanwhle, it discusses and chooses the classifier with
best qualification in the light of different situation.

GRAY RELATION CLASSIFIER

The ordinary gray relation algorithm: People often use
the depth of color to describe the clear degree of the
mnformation. Usually, the “black™ means the information 1s
unknowr, the “White” means the mformation 1s
completely clear. And the “gray” means part of the
information is clear and part of the information is not clear.
So, the mcomplete information system is often called “the
gray system”.

The pgray relational analysis i3 a quantitative
description and comparative method to the change trend
of the system development. Suppose the system behavior
sequence 1s:

Xy = (x(1), %o (21, ()
X = ({0 (2,3 (1)
X = (xl(l), %02, xl(n))
X, = (xm(l), xm(Z),...,xm(n))

For Ec(0, 1):

m]inmkin‘x,] (k)-x; (k)|+ E_,mlaxml?x|x,] (k)-x; (k)| (1 )
‘xu (k) - xl(k) +<§miaxmla(1x‘xu (k) - X; (k)|

T(xu (k),xl(k)):

Y(Xosxi)=%g'¥'(xu (k)’xl (k)) (2)

where, £ 1s the distinguish coefficient and the value 1s
usually 0.5. v(3X, X)) is the gray relation degree of X, and

¥, The gray relation degree y(X, X is usually brief
written down for v, the relation coefficient of the k points

Y%, (k), x; (k)) 13 usually brief written down for v, (k).

The improved mean value samples gray relation
algorithm: Tt can directly use ordinary gray relation
theory to calculate the gray relation degree for the signals
with the characteristics of a standard sample values.
However, we often can’t get certain standard parameters
of the signals in the electromagnetic
environment. The parameter values of the signals are
often fluctuant mn a certain range. In this case, the
selection of the standard sample values becomes the key
problem of the classifier design. Usually, we will take a
possible characteristic value as the reference value for the
recogmition and classification of the features. However,
on this occasion, the selection of the reference
characteristic value has certain randomness. The selection
of characteristic value has a direct mfluence on the final
classifier recognition results. Thus, the study mtroduces
the mean samples gray relation algorithm.

Suppose the characteristic value x is an element of
the characteristic parameters set X of a signal. The
possible characteristic values are {x} = {x,, x,, ..., X},
while, x, # x, # ... # x_, thus, take the mean value of all the
n possible characteristic values as the standard reference
characteristics, that is:

complex

X XX,
X,=—4—"~—=
n

From the analysis of the theory, compared with the
method which randomly selected the reference samples,
choosing the mean characteristic values as the reference
sequence has better stability. Of course, when the
overlaps of different signal parameter values are too big,
that is the mean values of the samples is adjacent, the
recognition rate of the algorithm is dropped rapidly.
Therefore, this algorithm has certain requirements for the
distance of the samples.

The improved adaptive mean value samples gray relation
algorithm: Yun et ol (2010) put forward gray relation
algorithm based on adaptive entropy weight. For the
calculation of the features’ relation degree, it introduces
the information theory into the calculation of the relation
degree formula. Based on the umproved mean value
samples gray relation algorithm, the improved adaptive
mean value samples gray relation algorithm combine the
concepts of surplus degree in the information theory of
(Yun et «f, 2010). First process the
characteristic distance Ax; as follows:

literatures
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P; :Axlj/fl Axu (3)

i=l

where, M express the categories of the signals. Define the
entropy value:

M
E, :_leu lnle

and the maximum entropy value: B, = InM, the relative
entropy value: ) = E/E,_ .

Reference the concepts of surplus degree in
information theory, the definition of the surplus degree of
the j element is:

D=1 ¢ 4

The swplus degree actually means removing the
difference of the j entropy characteristics from the optimal
entropy characteristics. The bigger of D;, the more
importance of the characteristics and it should be given
greater weight.

Finally calculates the weight a(j) of the
characteristics J:
H
%()=0,/>D, 5)
=
While:

EN:al ()=La{j)=0

1

Let the weight coefficients multiply with the
corresponding relation coefficients, 1t will get the relation
degree value.

From the perspective of statistics, the characteristics
with big deviation will be the best to react the difference
among different types, so, the bigger the difference, the
more important the characteristic. Give the different
for the different weights. For the
characteristics with large difference, it will get large
welght. Accordingly, the characteristics with small
difference will get small weight. So, it increases the
adaptive ability of the gray relation algorithm to some
extent, 1t 1s beneficial to final classification and
identification.

characteristics

The interval gray relation algorithm based on entropy
weight: The characteristic value extracted 1s often not a
certain value due to the complex commumcation
environment but always change in a certain range. Thus,

the paper introduces the concept of interval gray relation.
The process of the algorithm is described as follows:
First define the features interval matrix as:

i _nax win _nax win _max
[511 S11] [512 512] [Sm Sln]

o EElle]l el o

[Sml Sml] [sz g [Smn Srrm]

While, m expresses the category of the signals, n
expresses the number of the characteristic parameters.
Suppose the characteristics interval n of a signal to be
identified is [sf" s |, so, the interval leave degree of it

with the known signal features interval can be defined as:

dm:%J(sm—shm)H(sm St ) (7)

According to the gray relation theory, the interval
relation coefficient is expressed as:
minmin{d,, } + pmaxmax {d,, }

- (8)

d.. +pmaxmax{dmn}

Tan

This calculation results can constitute an interval
relation coefficient matrix:

& fp o &
VIR C R -

The same as the above process, according to the
concept of surplus degree in 2.3, get the entropy weight
of each relation coefficient and multiply them with the
corresponding relation coefficient, so, the relation degree
value can be gotten finally.

It can be known from the theoretical analysis, the
interval relation algorithm based on entropy weight has
many advantages. On the one hand, it has certain
adaptive ability to adjust the characteristic weight
coefficient and on the other hand, it can classify and
identify the characteristic parameters with overlapping
properties in low SNR. So it has better resistance ability
for the overlapping of feature interval.

THE SIMULATION RESULTS AND ANALYSIS

The study mainly analyses five classifier design
method, while, it put the emphasis on the classifier design
algorithm based on the gray relation theory. Tt classifies
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and identifies the characteristic parameters with
overlapping properties and compares these methods with
the neural network classifier with strong adaptive ability,
then calculates the recognition rate and the computation
time of different classifications.

First, the study uses the two
parameters of 6 signals to constitute a 2d characteristic
vector. They have good separation degrees in high SNR
environments but have certain overlapping properties
under low SNR. The distributions of the characteristic
parameters are shown mn Fig. 1 and 2. While, Fig. 1 shows
the 2d features distribution of 6 kinds of signals under the
SNR of 20 db and Fig. 2 shows the 2d features distribution
of 6 kinds of signals under the SNR of 2 db.

Using the theoretical analysis about the 5 classifier
design method analysed before, classify and identify the
characteristics of the six signals under different SNR
environments and the recognition rate results are shown
in Table 1.

It can be seen from Fig. 1, when the SNR 1s 20 db, the
5 kinds of classifiers all have very good recognition
properties. Combined with Fig. 1 to analyze the results,
when the characteristic parameters of the 6 signals have
good separation degree, the classifiers can all achieve the
recognition rate of 100%. When the SNR is gradually
reduced, the recognition rates of the ordinary gray
relation algorithm, the improved mean value samples gray
relation algorithm and the mmproved adaptive mean value
samples gray relation algorithm, are all gradually declining
with the SNR reduced. Because the strong adaptive ability
of the neural network classifier, it 1s not so sensitive to the
reducing of SNR. But when the SNR 13 2 db, the
recognition rate is reducing to less than 90%. But for the
mterval gray relation algorithm based on entropy weight,
even if the SNR is 0 db, it still maintain a high recognition
rate, Combined with Fig. 2 to analysis the results, When
there are some overlapping part of the signal
characteristics parameters, especially when overlap is
more serious, the interval gray relation algorithm based on
entropy weight has the best recognition effects.

In order to measure the complex properties of
different algorithms, the simulation time of different
classifiers i1s shown in Table 2.

It can be seen from the comparison in the table that,
the calculation time of the classifier designs based on
gray relation algorithm have little difference, that is to say,
these classifiers are equal in the complexity of algorithm.
For the neural network classifier, the sinulation time 1s
long to some extent, it is decided by the process of
traiming to realize the signal recognition. However,
usually, only one time training 1s needed, the process of
training 15 elimmating n the followmng recogmition

characteristic
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Fig. 1: The 2 D features distribution of & kinds of signals
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Fig. 2. The 2D features distribution of 6 kinds of signals
under the SNR of 2 db

Table 1: The recognition rate of 5 classifier design methods in different SNR
20db 10db 5db 2db 0db

Weural network classifier (%) 100 100 967 873 71.3

Ordinary gray relation algorithm (90) 100 98 913 835 67.8

The improved mean value samples 100 993 887 757 67.8

gray relation algorithm (%6)

The improved adaptive mean value 100 99.5 957 885 76.2

samples gray relation algorithm (%)

The interval gray relation algorithm 100 100 100 9533 9233

based on entropy weight (%)

procedure. From this perspective, the difference of
complexity degrees among these algorithms will reduce
relatively compared with the other several gray relation
algorithms.

Neural network classifier has been more widely
used for its stronger adaptive ability. However, for the
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Table 2: The simulation time of different classifier design algorithms

Algorithm name

Simulation time (sec)

Neural network

Gray relation algorithm

The improved mean value samples gray relation algorithm

The improved adaptive mean value samples gray relation algorithm
The interval gray relation algorithm based on entropy weight

4.97
1.03
1.02
1.02
1.02

characteristic parameters with overlapping properties,
using neural network classifier to classify 1s not
the optimal choice. From the compared results of
the recognition rate and the simulation time in the
Table 2,

mnterval gray relation algorithm based on entropy weight

it will have better recogmtion result using

for the characteristic parameters with overlapping
properties.

CONCLUSION

In order to solve the classification problem of the
signals with overlapping characteristic parameters, this
paper puts forward five classifier design methods. And
the paper mainly did further research on the gray
relation theory, proposed three kinds of improved
gray relation theory algorithm, discussed the
classification performance of different algorithms aimed
at the identification of characteristic parameters with
overlapping properties and simulated the experiments
and compared them with the newral network classifier
which has stronger adaptive ability. It can be seen from
the theoretical analysis and the simulation results
that, although the newal network
stronger adaptive ability, when the
parameters of signals have overlapping properties in
low SNR, the interval gray relation algorithm based
on entropy weight has the best classification effect.
This provides a good theoretical basis for the
classification of signals with overlapping characteristics
in engineering practice.

classifier has
characteristic
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