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Abstract: In this study, a new method to acquire the decision rule of mformation system with continuous
attributes was proposed. The modeling theory and the estimation method of partially linear auto-regression
model are discussed and the lag variables, best model, the optimal bandwidth are determined. Partially linear
auto-regression models of Shanghai stock index and Shenzhen component index based on partial residual
estimate are established and the validity of the model are examined. Finally, forecasting with the model and

judged the effect of the model based on the real data.
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INTRODUTION

Partially linear autoregression model with parametric
variable and nonparametric variable has more adaptability
and explanatory ability than the parametric model and the
nonparametric model. The wavelet 1s a perfect tool to deal
with instability signals. This thesis has established
models of Shanghai stock index and Shenzhen component
index based on wavelet and time series models.

Traditional methods discretize the attributes before
apply linear auto-regression model to the information
system. Fayyad and Iram (1993) use a recursive entropy
mimmization heuristic for attribute discretization. In
(Wang, 2001), naive and semi naive scaler methods are
proposed to find the appropriate cut point of the
continuous attribute. In this study, we construct the
indiscernibility set of x by defining the toleration relation
on the mformation systems. Using the mdiscermbility set
of x, we partiioned U and acquired the decision rule. This
decision rule is influence by the system permitted error.
The relation between the system permitted error and the
effectiveness of the acquired decision rule 1s discussed
through a numerical experiment. And we compared owr
methods with the traditional ones under the optimum
system permitted error. It shows that our method 1s better
than the traditional ones in many cases.

INFORMATION SYSTEM WITH CONT-INUOUS
CONDITION ATTRIBUTES

First, let us have a look on the defimition of decision
information system.

Definition 1: A decision mformation system including,
where:

»  Uis a non-empty finite set of objects
C,= j:|m’1 Hlf|;(oo)|2 de <+
¢ Aldsanon-empty finite set of attributes

1 t—b
Y.y (t):TW(f) a,beR;a#0
la @

¢ D isanon-empty finite set of decisions
p(w=0)=0

»  Fis therelation set between U and A
[Twinrdi=0

»  f£:U-v, (j<q), V,is the domain of g,
» (3 1s the relation set between U and D

1 g t-b
Wi (ab)=—=] fOPE—)dt
‘}a‘ - a

s+ g U=V, (j<q), V' is the domain of 4,

In order to solve the problem of continuous condition
attributes discretization, we define the relationship R
and [x} 1n the following way.

Corresponding Author: Ang Wei, School of Natural Sciences, Nanjing University of Posts and Telecommunications,

Nanjing 210046, China



Inform. Techrnol. 1, 11 (6): 730-733, 2012

Definition 2: A decision information systems X, = (X,,,...,
X, )" we define the toleration relation as the following:

R = {(xyh[fi(x) - £i(y)| 28,9, € B}

Here 820 1s called a system permitted error.

Under this relation, the mdiscermibility set of x s
Wt (ab).

Hence, ¥XcU, we can get its approximation under the
relation:

P 9
X, =X aX_+2 bg,,. teZ
= [

kAt—b
a

i

1 = t-b
W, f(ab)=—=| £
TZiad

W, f(ab)=

N
Até fllat)p( %

Let:

p=1~n

n+ =

{[tpw {tdt=0
W (@)=, (@)

Y, (w=0)=0

then R, 18 equivalent relation 1 X, its equivalent class 1s
denoted as:

%D ={D,,..D,}

DECISION RULE ACQUISITION

According to Zhang et al. (2001, 2003a, b), Let:

1 0=t=1/2
) 5 _ Dy D,
w(t){ol 1/’26?;;51 ]J.B(X) [D( A{]SB),D( A{]EB)J

(x)=1{D; [x]s " D; # 0},

8 — . Di — D,
TB(X)—{DP.D[ %]EBJ—H}?TJ(D[%]BBJ}
L) — D — Dl
ot ) =mae> O 0=0 O

Definition 1:
Y, =X/p+glty+s, i=12,-.n

let:

Y, =X"B+glt)+g, i=12,--.n

731

Theorem 1: Suppose that (LA F.D,3) is an information
system with continuous condition attributes, then all the
non-empty: O<a<1 (h, (t) =E{X|T =1)) form a partition of
U

Proof: (1) first, to prove that with different Y, = TX+
g (Zt)+8t: Xn (I = laap) n Xt = (tha"': er)T = d) (1#_])3

reduction to absurdity 1s used, supposed that Y, = Y, +
g (Y. te, (t>3), then ¥ (1) €.’ (R) lead to ¥(w=0)=0:

["wwde=0
50
¥a(x,) =D, 13 (x,) =D’
we can get the result as D' = IV, which is obviously a

confliction.
So:

1

T

(2) Then, let us prove that to all:

W, (t)= llr'(ﬂ) a,beR;az0
a

1 4o t—b
W, f(ab)= —j T (P(——)dt
1’ a‘ - a

According to the definition of ¢}(D), we know that
(D) U andthenw ¢’y U, Whereas, ¥ xeU, suppose
that:

¥ (x)=D"

and then:

L

el

kat—b
W,f(a,b)= { .

N
Atéf (kAt) )

therefore:
Ucc (D)
From (1) and (2) we can draw a conclusion that:
v CHDHY=T

According to theorem 1, we can partition U as
U={C, C, C,,..., C}, nwhich:

t=‘{ng%D,cg(D]):¢}

C, =y
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And hence gain the decision rule:

|

Now, we call:

jtpq}(t)dt =0 p=1~n

Pe)= M Pyle)  Fylo=0)20

5 iy — . &
9 (D)= min {my (x)}

the reliability of &(')=D’,, ¢ is called the precision of
¢} . Then we obtain the rule with precision:

1

wit)=q-1
0

0<t=1/2
1/2=t=1

other

To be more practical, we normally transform the rule
to attribute expression. We denote:

[ w(e)dt =0, p=0~NY;(D,)={~(al,b}).a € B}
where:
wit) =;gk¢ (2t-k)
gs (D;)=min{gy (D' C} (DY D, = ¢}
This formula of rule can be expressed as:
b = 2me

To illustrate this decision rule acquisition process
clearly, let us see some examples.

Example 1:

U a a d
X 0 0.5 1
X3 01 0.7 1
X 0.3 1 2
X4 0.4 1 2
X 0.5 1 3
% 1 0.6 3

Letd=03.

We can accomplish the decision rule acquisition:

W= e )= 0,0
22

o

7

Wty =2neste

21
; ={0,-.7
Wi (xy 3= 3 3}

W}a

T 4n
@ +

732
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TEA ) ={D} 'Yi(xz) ={D,,D,} Yi(xz) ={D;} Yi (x,)={D;}
TEA x;)=1{D,} TEA x:)=1{Ds}

Hence, we have:

D' ={D,} €L (D)= {x}
¢} (%) = min1} =1

D ={D,} CL(D*)={x;,x,,x;}
V,CV..keZ

N V.={0} UV, =1*R)
meZ meL

D*={D,,D,} CiD%={x,}
ot)e V, <> d(t—k)e V,

VD' Ug Lixa Clio)=0

YED,)- (000.03.08) 64D -

£O= 00+ 8, (0) 6D, -

£(0)= 1,0+ g, (1 + & () ¢D:)=1
NUMBERICAL EXPERTMENT

We apply the method of rule acquisition to the
famous Iris data.
We conduct the experiment in the following way:

Step 1: Givend=0

Step 2: Randomly chose these samples from the whole
data set as training samples 15, 30, 45, 60, 75, 90,
105,120, 135,150

Then acquire the rules by applying ow methods
on the training samples

We gain the rules of f (t) = £, (t)+g,, (tH...+g, (O
Tudge the whole data set by the rules we
acquired and compare ow judgments with the
original decision of the data sets. We can gain
the percentage of the data that are being judged
correctly

Repeat step (2-4) for 500 times. Then, compute
the average percentage of correctness

8 =0+2.0if <51 gotostep 2

Step 3:

Step 4:
Step 5:

Step 6:

Step 7:
or else end

We convert the result into chart. With the value of &

as abscissa and the average percentage of correctness as

y-axis, we plot ten cwrves according to different capability
of training data.
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Fig. 1: The initial data of (a) stock index and (b) component indexz

Table 1: Comparison of all the methods

Method Correctness (%)
Our method 86.67
Naive scale 70.67
Semi Naive scaler 78.00
Minimum entropy 84.00

From Fig. 1, we can see that as the capability of the
training data becomes larger, the optimum & slides away
from the point & = 0. When the capability of the training
data exceed 73, most the optimum & stays at the point
§=8.0.

After the optimum system permitted error was gained,
we compare our methods to the traditional ones.
90 samples from the whole data set were chosen randomly
and the decision rules under the optimum system
permitted error acquire were acquired. Then, we apply the
acquired decision rule to the whole data set and gain the
correctness of the rule. The comparison between our
methods with traditional methods of discretizing the data
1s showed as follows.

Comparison: Rules derived from 90 samples applying to
the whole data set.

In fact, our methods greatly improved the percentage
of correctness in many cases. The Table 1 15 only an
example.

CONCLUSION

The main work of this study can be summarized as:
First, a method of decision rule acquisition on decision
information system with continuous condition attributes
15 givenn This method avoids the step of data
discretization and hence decreases the information which
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15 lost i pretreatment. Second, the relation between
system permitted error and the effectiveness of the
decision acquisition is discussed through a numerical
experiment. We also demonstrate that our method gets
better results than traditional discretizing methods by
COIPArisor.
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