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Abstract: A three-layer framework of Semantic event Mining for soccer video was proposed, namely shot
semantic layer, scene semantic layer and semantic event layer from bottom to top. The fimction of shot semantic
layer is the classification of physical shots. As a result, the streaming video data composed of original physical
shots are translated into a character sequence, in which each character means a kind of shot type, such as
global shot (A), player’s gathering shot (G), a player shot (P), a referee shot (C), spectator shot (3), replay shot
(R) and other shot (O). At the scene semantic layer, the character sequence 1s segmented into scene
subsequences. Unlike most existing scene segmentation approaches by shot-clustering, a novel method was
also proposed in this study which uses global shot as the boundary of a scene for scene segmentation. The
task of semantic event layer 1s the recogmtion of a semantic event corresponding to a scene subsequence. First,
GSP algorithm 1s used to mine out the standard sequence mode for each known semantic event from the traiming
data set. Second, the frequent mode of a scene subsequence waiting for recognition is mined out by APRTIORI
algorithm. Finally, the sequence distance between the standard sequence mode of a known semantic event and
the frequent mode of a scene subsequence waiting for recognition 1s computed and semantic event recognition
for this scene subsequence 1s accomplished based on the distance. Experiment results aimed at mining for goal
event and shooting event in soccer video have shown that the proposed framework is feasible and effective.

Key words: Three-layer framework, scene segmentation, semantic event mining, generalized sequential

patterns, sequence distance

INTRODUCTION

Semantic understanding of videos 18 quite a
challenging problem due to the semantic gap. It 15 not
feasible to expect a general solution that will work
successfully across all genres of video, much of the prior
art concerns genre specific approaches (Jin et al., 2004).
Semantic events of video, normally defined as the
interesting events ,capture user aftentions, e.g., a soccer
goal event. A number of recent research works have
been focused on news and sports videos for
event detection by data mimng techniques
(Thirumwugan and Hussain, 2012). Occwrring events in
news videos usually implicate some semantic information.
For example, a caption event will greatly help people to
understand the news contents, the close-up picture of
President Hu Tingtao and president Barack Obama implies
a news about relations between China and the United
States. A event mining method for medicine videos was
proposed by Zhu et al (2003). Through video structure
analysis three kinds of event (dialogue, presentation,
clinical operation) have been mined A method for mining
assoclation rule between shots m news videos was

proposed by Zhu and Wu (2003). The classification label
of each physical shot was obtained by shot clustering
after the segmentation of physical shots, so the original
physical shot sequence was translated mto a symbol
sequence. Then the frequent mode of the symbol
sequence was mined out by APRIORI algorithm which 1s
the main content of the news video, e.g., the sequence of
a anchor shot by a guest shot This unsupervised
association mining method corresponds to novelty and
other
approaches based on statistical model. However, it can

has lower time complexity compared with

not be directly applied to sports video, because there are
not story of the obvious plots similar to news video in
sports video. Furthermore, the events of sports video are
mostly rare events, e.g., goal event in soccer video.

With the great number of audiences of sports video
and rapidly increasing sports videos on different media,
the sports video analysis has become an important
problem owing to its great potentially commercial value.
For example, extracting highlights in soccer video to make
it possible to deliver video clips into mobile devices or
Website. Moreover, summarizing a long sport video into
short segments will bring converience to content-based
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video retrieval and then to facilitate the users finding the
preferred video content in a database. These inspire the
researches on sport video summarization and highlights
detection. However, detecting events in general sports
video is still an open problem at present, most of the
researcher focus on a special kind of sports video,
mcluding American football, basketball, etc. in which
soccer video 15 mostly concerned for its lugh audience
rating. In the case of soccer sports video, a rule based
algorithm using low-level audio/video features for soccer
video summarization was proposed by L1 et al. (2003). In
(Lefevre et al., 2002), audio data were divided mto short
sequences which are classified them into three classes
such as speaker, crowd, referee whistle. Event detection
by recognizing the textual overlays from soccer video was
proposed by Babaguchi et af. (2004). Dommant speech
features were used to generate soccer highlights by
Wan and Xu (2004). Ding and Fan (2007) proposed
segmental Hidden Markov Mode for view-based soccer
analysis was proposed. HMM based framework to fuse
audio and video features to recognize the play and
break scenes in  soccer video sequences was
proposed by Bamard et afl. (2003). A HMM based
framework to extract “attack” scene from football video has
been proposed by Ren and Jose (2005). Support Vector
Machine based event detection for soccer video was
proposed by Ancona et @l (2001). Fiute State Machine
based annotation of soccer video was proposed by
Assfalg et ol (2004). Semantic notion of offense for
event detection of soccer video was proposed by
Wang et al. (2004). The technique to retrieve the football
video clips by using its global motion mformation was
proposed by Yu and Zhang (2001). Recently, researchers
have presented the use of tracking the positions of
players or ball for soccer video analysis (Xu et al., 2004;
Lietal, 2005, Nillius et al., 2006). There have been many
successful works in soccer video analysis as mentioned
above. The approaches based on statistical models like
HMM are usually time-consuming and also faced with the
traiming problem of rare events. Although, SVM presents
promising generalization performance, its training process
does not scale well as the size of the training data
mcreases. The rare event detection issue in soccer
addressed through the proposed data
mining framework via the combination of distance-
based and rule-based data mining techniques
(Thirumuwugan and Hussain, 2012). Seventeen low-level
features were directly used for the detection of higher
semantic events, so that there is certain shortage in
bridging the semantic gap in this framework. A novel
hierarchical framework for
sequence detection and classification was proposed by

videos was

soccer  video event

Kolekar et al. (2009). Unlike most existing video
classification approaches which focus on shot detection
followed by shot-clustering for classification, the
proposed scheme perform a top-down video scene
classification which avoids shot clustering. The
association for the events of each excitement clip is
computed using a priori mining algorithm. A novel
sequential association distance to classify the association
of the excitement clip into semantic concepts was also
proposed in this study. Several semantic concepts for
soccer video have been considered ,such as goal scored
by team-A, goal scored by team-B, goal saved by team-A,
goal saved by team-B.

As mentioned above, there are three problems owing
to be further research. (1) The semantic gap problem by
directly making use of low-level features for event
detection. (2) The rare event training existing in the
methods based on statistical models. (3) The application
problem of frequent mode association mining method
in soccer video. In order to solve these problems, a
three-layer framework of semantic event mining for soccer
video was proposed in this study, namely shot semantic
layer, scene semantic layer and semantic event layer from
bottom to top. Furthermore, unlike scene segmentation
method used in news video by shot clustering, a new
definition about scene in soccer video was also proposed
in which the global shot 1s defined as the boundary of a
scerne.

THE THREE-LAYER FRAMEWORK OF SEMANTIC
EVENT MINING FOR SOCCER VIDEO

The proposed framework is shown in Fig. 1. The shot
of soccer video 1s used as the basic processing umt. A
scene semantic layer iy added as middle-level between
low-level and high-level for bridging the semantic gap. In
order to solve the problems of rare event training in the
methods based on statistical models and the application

Semantic events

Standard sequence
model mining for
semantic event:

Semantic event layer

Important scene

subsequences - Goal event model

- Shooting event model
- Offside event model

Scene semantic layer

Sementic shot
character sequence
Shot sementic layer

The input of physical shot sequences of
soccer video for recognition

+
The input of training data

Fig. 1: The semantic event mimng framework based on
three layer structure for soccer video
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problem of frequent mode association mining method in
soccer video, at the training stage, the standard sequence
model of a known semantic event is mined from the
positive instances set by GSP (generalized sequential
patterns) algorithm and then event is recognized based on
the sequence distance between the standard sequence
model of a known semantic event and the frequent mode
of a important scene subsequence at semantic event layer.

The original soccer video data is an unstructured
successive frame sequence and can be divided into
several physical shots by shot segmentation. Shot
segmentation method has been at a mature stage and 1s
neot in the focus of this study. These physical shots do
not contain semantic information, the purpose of shot
semantic layer 13 to recognize the types of them. There are
some well-known shot types m soccer video, global shot,
medium shot, close-up shot, slow motion playback shot,
etc., by which the director and editor show the audience
the content of the game. So far there are not uniform
standard and method for selecting the shot types which
mainly depends on a large number of observations and
experimentation. Taking goal event for example, the shot
sequence 1s as follows, global shot—close-up shot of
goal  player—player’s  gathermg  shot—spectator
shot—replay shot, etc. We will define and recognize the
corresponding shot types as the need of goal and
shooting event mimng. As the output of the shot
semantic layer, the character sequence mn which each
character stand s for a kind of shot is fed to scene
semantic layer for scene segmentation. A scene composes
of a successive shots and represents a semantic event
occurred 1n the video. For example, a successive global
shots demonstrate the norm play during which no
unportant event 15 happened while once a goal event
occurred, video director will use the shot sequence as
mentioned above to show the details of the goal event. A
new definition of scene and the corresponding scene
segmentation approach for soccer video will be proposed
at scene semantic layer. As a result, the character
sequence 1s segmented into scene subsequences which
include important scene subsequences and wmmportant
ones. A important scene subsequences implicates a
highlight event and will be fed to semantic event layer for
semantic event recogmition.

The semantic event layer is composed of two
components, i.e., training and recognition. At training
stage, the standard sequence model of a known semantic
event 1s mined from the positive instances set by GSP
(generalized sequential pattems) algorithm. At recognition
stage, the frequent mode of a important scene
subsequence 1s mined by APRIORI algorithm and then
event 18 recognized based on the sequence distance
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between the standard sequence model of a known
semantic event and the frequent mode of a important
scene subsequence.

THE REALIZATION THEORY AND METHOD
OF EACHLAYER

Shot semantic layer: Two factors should be considered
in selecting the shot types for the need of event
detection. One is to choose meaningful shot types as
much as possible, another 1s to take the i1dentifiability of
shot types into account. At present shot classification
methods mostly make use of low-level features, such as
color, texture, shape, motion etc. and there are also some
practical methods for the detection of players and field
lines. In this study, we aim at two kinds of events
detection, i.e., goal and shooting. The medium shot
therefore, 1s defined as the player’s gathering shot and
the close-up shot 15 firther divided mto three types, a
player shot, a referee shot and spectator shot.
There are totally 7 shot types defined as follows:

(Global shot, represented by character “A’

Player’s gathering shot, represented by character *G’
A player shot, represented by character ‘P’

A referee shot, represented by character *C’
Spectator shot, represented by character 3’

Replay shot, represented by character ‘R’

And other shot types, represented by character “CQ°

Nowadays, there are relative mature methods for
these shots recognition. After shot classification, the
original physical shot sequence is translated into a
character  sequence data, eg., AAAOAAAPA
AAAGA. AGRPGA.. APRPRA....

Scene semantic layer: There is obvious scene structure
like story i news videos or movies, the shots belonging
to a scene have the characteristics of visual similarity and
time adjacency. Scene segmentation can be realized by
shot clustering (Chasanis et al., 2007). However, there is
not the case in soccer videos, so new definitien and
segmentation method about scene 13 needed. Soccer
video can be considered as a kind of event-based video.
Once a highlight event i1s occurring, a special shots
sequence will be used to show the details. So a semantic
event in soccer videos comresponds with successive
shots, it is feasible to define and segment scenes taking
semantic event as cue. We have observed that successive
global shots demonstrate the norm play, dunng which
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other single short-time shots occasionally are mixed
between them. Once an important semantic event comes
up, there must be several other shot types between two
global shots used to show the details of the highlight.
Based on the observations, we define the global shot as
the boundary of a scene and segmented the character
sequence into scene subsequences. Also, we have
observed that the time of norm play 1s about above 50%
during a soccer match video, so we further divide scenes
mto two classes. The first class 13 called ummportant
scene which presents the norm play scene that will not be
fed to semantic event layer. The second class 1s called as
important scene which starts with a global shot and ends
with the next global shot. A important scene subsequence
contains a highlight and will be fed to semantic event
layer for event recogmtion

Semantic event layer: Semantic event layer composes of
two components, i.e., training and recognition. The
standard sequence mode of a known semantic event is
obtained from training data. Sequence distance criterion
1s used for event recognition:

The traimmng method of semantic event. A certain
munmber of training samples for a semantic event, of
which each sample 1s a manually labeled scene
subsequence and its semantic event 15 known, are
chosen for mining all frequent subsequences whose
support 18 equal or greater than 2 by means of
sequence mode mimng with GSP (generalized
sequential patterns) algorithm. Then we have
selected five frequently occurring frequent
subsequences for the particular event and
determined standard sequence mode in such a way
that the length of common subsequence between the
standard sequence mode and any member of five
frequently occurring frequent subsequences is at
least 2

The recognition of semantic event. Firstly, APRIORT
algorithm is used for mining the frequent mode of a
unportant scene subsequence (Zhu et al, 2005,
Agrawal and Srikant, 1994). Secondly, the sequence
distance between the frequent mode of the important
scene subsequence and the standard sequence mode
of a known event i1s computed. Based on the
minimum distance criterion the event is recognized,
respectively

Definition 1: Set T, = {X,, X,,... X} as the frequent mode
of a inportant scene subsequence for recognition,
C =4{Y,, Y,,...,Y.} as the standard sequence mode of the
ith known semantic event and X, Y, € {A,G,P,C,3R,0}, the
distance between L, and C, 1s defined as follows:
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| Nco{L,. ¢}
MIN(k,n)

|res{i,, ¢}
MIN(k,n)

D{L,.C} =1

where, LCS demonstrates the length of the longest
common subsequence of I, and C, NCC is the number of
comimon characters.

For example, suppose the standard sequence modes
of goal event and shooting event are set as C, = {P,G,3}
and C, = {P,R}, respectively, frequent mode 1., = {G,S} is
mined out from the important scene subsequence
{A,P,G,5,G,R,3} for recognition by means of APRIORI
algorithm, the distances are as following:

DIL,,Cl=1- | LCS{GS, PGS} y | NCC{Gs,Pas)|
FERs U

MIN(2,3) MIN(2,3)
=1- Exz =0
272
| LCS{GS,PR]| | NCC{GS,PR}|
DIL,.C,}=1- x
MIN(2,2) MIN(2,2)
1290
272

According to the minimum distance criterion,
subsequence {A.P,G3,S.G,R,S}t can be determined to be a
goal event.

RESULTS

In order to verify the performance of the semantic
event mining framework presented in this paper, the
following experiment program 1s executed.

Semantic event training: Hundred scene segmentations
are used as training samples for each of goal and shooting
event, respectively and the shot types of each scene have
been manually labeled. Examples are as Fig. 2.

Making use of the method introduced at the
section 3, the standard sequence mode of goal event is
{PGS} and is {PR} of shooting event.

Semantic event recognition: Five complete soccer videos
are used for the recognition of goal and shooting event.
The focus of the experiment at this phase is to verify the
performance of the semantic event layer, the details of
shot semantic layer and scene semantic layer is not
considered, so the preprocessing of the five soccer
videos still adopts the manually labeling. Each important
scene subsequence should be starting with a global shot
and ending with the next global shot (thus global shot 1s
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Fig. 2: Examples of goal and shooting scenes, A: Global shot, G: Player’s gathering shot, P: A player shot, C: A referee
shot, S: Spectator shot, R: Replay shot, O: Other shot types

Table 1: Experiment results of goal semantic event recognition

Video number Name of match Total time length (min) Teams

ICL (min) Ne Ny Ne  NeANANy)(%0) No/(NANp(%0)

1 Serie A 06/07 season 95 Inter Milan-AC Milan 44 30 0 100 100
2 T.aLiga O6&/07 season a6 FC Barcelona-Real Madrid 48 5 0 0 100 100
3 FIFA World Cup 2006 e Germany-Argentina 38 4 1 0 80 100
4 FIFA World Cup 2006 a6 Brazil-France 52 4 0 0 100 100
5 Euro Cup 2008 95 Holland-Romania 34 2 0 0 100 100
Average 26 100

Ne: No. of correctly identified, Ny No. of miss judgment, Ny: No. of wrong identified, ICL: The time length of important scene, NC/(N:+Nyy): Recall ratio,
NAN-+Nz ): Precision ratio, FTFA: Federation Intemational Football Association

not included in this sequence) and will be sent to
semantic event layer for recognition. By the way, these
important scene subsequences include all occurred
highlights of five complete soccer videos, such as goal,
shooting, offside, foul, comner, etc.

Because the experiments in this article adopt
manually labeled videos, the distance criterion for
recognition 18 defined as: L, 1s Ith semantic event if
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D{L,, C} = 0, 1 = 1 represents goal semantic event
and i = 2 represents shooting semantic event; I,
demonstrates other semantic event if D {I., C} #0, will not
be recogmized further. The experiment results
Table 1 and 2.

As shown in the Table 1, the average recall and
precision 96%, the
characteristics subsequences representing

are 4as

above because

SCCIIC

ratio 18

of
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Table 2: Experiment results of shooting semantic event

Video number Name of match Total time length {min) Teams ICL (min) N, Ny Np  N/NAN ) NSNAND(S0)
1 Serie A 06/07 Season 95 Inter Milan-AC Milan 44 17 1 2 094 89
2 La Liga 06/07 Season 96 FC Barcelona-real Madrid 48 22 2 5 092 81
3 FIFA World Cup 2006 o9 Germary -Argentina 38 14 0 3 100 82
4 FIFA World Cup 2006 96 Brazil-France 52 19 1 4 095 83
5 EuroCup 2008 95 Holland-Romania 34 16 0 2 100 89
Average 096 85

N.: No. of correctly identified, Ny No. of miss judgment, N No. of wrong identified, ICL: The time length of important scene, NC/AN &N »: Recall
ratio, Ne/(Nc+Ng ): Precision ratio, FIFA: Federation Intemational Football Association

goal semantic event 1s relatively apparent and stable.
The close confmement that distance should be O results
in some individual miss judgment.

In the Table 2, the average recall and precision
ratio of shooting semantic event are 96 and 85%,
respectively, the main reason 1s that some foul
scene subsequences are very similar with shooting
scene subsequence. For example, the subsequence
A, C, P, O, P, R, R! which indicates a serious foul
will be mistaken for shooting because its frequent
mode 15 {P, R} Furthermore, some shooting scene
subsequences are omitted because the distance 1snot
0. For instance, a shooting scene subsequence {A, P,
0O, R} 1s miss-judged because the distance between
its” frequent mode {A, P, O, R} and standard mode
{P,R} 158 0.5.

CONCLUSION

The study has presented a three-layer framework of
semantic event minng for soccer video, the experiment
results for the detection of goal event and shooting event
have demonstrated the feasibility of the framework. In
scene semantic layer, a new definition about scene in
soccer video 1s proposed, in which the global shot is
defined as the boundary of a scene. According to the
definition, we segment the semantic shot character
sequence into scene subsequences. We have observed
that the normal play scenes would account for more than
50% of all scenes 1 a soccer match video, during which
no highlight events occwred, so we further classify
scenes into two kinds of important scenes and
unimportant scenes. The ummportant scenes do not be
sent to the upper layer for recognition with the result that
the algorithm time complexity decreases further. The
future work is as following:

The trade off between the selection and
identification of shot types should be further
considered for a specific semantic event at shot
semantic layer

Scene segmentation approach should be optimized
further for the purpose of increasing its anti-
interference ability
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*  More semantic events in soccer video should be

involved. In order to improve the recall and precision
ratio of the semantic event layer, minimum distance
criterion should be adopted, rather than that the
distance has been set to 0 in this paper
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