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Abstract: As cloud computing attracts a lot of attention all over the world, the huge carbon footprmts of its
basic infrastructure cannot be ignored. Large-scale datacenters usually consumes significant amount of energy
which leads to both economical wastes and social problems. Renewable energy has been explored in recent
vears as the power supply for large-scale datacenter. However, its intermittency and unpredictability brings
more difficulty for efficiently utilizing the green energy instead of brown energy. In this study, we reviewed
some related work which conducted study on how to utilize renewable energy. Then, the research framework
for resowrce management and power management issues in such datacenters is proposed. A series of models
and strategies are described in detail which might be suitable for different kinds of applications. Fmally, on the
basis of the review and analysis, some possible future research directions are discussed.
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INTRODUCTION

As the rapid development of cloud computing, its
application area becomes more and more comprehensive
pushed by the advancement of both academy and
industry. As the key infrastructure of cloud computing
environments, large-scale datacenters keeps growing
which become high performance platforms integrating
massive data computing and storage and provide online
computing services for thousands of millions of
customers simultanecusly. These large-scale datacenters
for cloud computing are usuvally comprised of hundreds of
heterogeneous server nodes which could consume
significant amount of energy. This leads to high carbon
emissions since most of such energy is produced using
fossil fuels. A study from (Mankoff et al., 2008) estimated
world-wide datacenters will emit 116 mullion metric tons of
carbon, even more than the entire country of Nigeria. The
ratio of energy cost can reach to more than 50% compared
with the total operational cost of the entire datacenter
(Le et al., 2010). Each single year, more than 30 billion
dollars are spent on dealing with the extra heat derived
from massive enterprise services all over the world, even
more than the money spent on buying new hardware and
devices (Bianchini and Rajamony 2004).

Since, the basic function of large-scale datacenters 1s
to provide services for high performance computing and
massive data processing, it will limit the reduction amount

of energy consumption by trying to reduce the total
energy consumption of the entire datacenter via various
approaches. Hence, considering the heavy emissions and
increasing change,
governments, non-profits and the public are trying to find
cleaner products and services. Several large companies
and enterprises have announced plans to build “green
datacenters” which means that these datacenters might be
partially or completely powered by renewable energy such
as wind, solar and tidal energy. For example, Google has
been pondering a “floating datacenter” that could be
powered and cooled by the ocean (LaMonica, 2008},
Apple planned to build a brand-new datacenter in
Prineville, Oregon and vowed to use “100% renewable
energy” (Rogoway, 2013); HP also attempted to create a
“Net-Zero” datacenter that requires no net energy from
utility power grids (Arlitt ef al., 2012). There are also more
examples which can be found n (EcobusinessLinks, 2012).
However, since the generation of renewable energy is
usually intermittent, it is difficult to reliably and efficiently
exploit renewable energy due to its unpredictability and
variability. For example, solar energy will be greatly
impacted by the strength of the direct sunlight which is
usually high in daytime and low in nighttime. Similarly,
wind energy 1s greatly impacted by the wind force which
15 hard to predict beforehand As the workloads of
large-scale datacenters are also variable, we believe
that coordinated management and power
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management could help datacenters to use renewable
energy more effectively. For this purpose, we have to
make efforts on how to manage uncontrollable and
mtermittent resources, by scheduling or migrating
computing jobs or other kinds of workloads.

In this study, we attempt to outline a research
framework of managing resources and power in such
datacenters powered by mtermittent renewable energy.
First, we introduce some existing approaches for utilizing
renewable energy in single green datacenters. Then, we
also put msights mto the load balancing and dispatching
methods i multiple distributed datacenters. In the
following sections, we outline our research framework and
describe the relevant models and strategies in detail.
Finally, conclusion remarks and some discussion of
possible future work will be given in the last section. We
hope that this study could pave the way for researchers
to utilize the unique characteristics
workloads and reduce theirr dependence on traditional
brown energy.

of datacenter

RENEWABLE ENERGY USE ININDIVIDUAL GREEN
DATACENTERS

The architecture of a typical large-scale datacenter
with mixed energy supplies is shown as Fig. 1. The left
half of the Fig. shows the supplying part of the whole
system which integrates the traditional grid utility and
renewable energy. The ATS (Automatic Transfer Switch)
is in charge of combine different energy supplies together
and provide the energy to the datacenter. The right half of
the Fig. shows the consumption part of the whole system.
The functional equipment inside the datacenter consumes
energy for dealing with fluctuating incoming
workloads. At the same time, some cooling units have to
work 1n order to lower the temperature and guarantee the

In such datacenters, new types of renewable energy
such as solar, wind and tidal are employed to bring
advantages by their features mcluding: sufficiency,
cleanness, sustamability, non-polluttion and so on
Nevertheless, the generation of such energy is usually
intermittent, greatly determined by weather, time and
seasons. They cannot be obtamed on demand like
traditional utility grid. Thus, it’s difficult to use green
energy instead of traditional energy totally which
involves solving a lot of challenging problems.

Some researchers have been studying on how to
efficient utilize renewable energy inside a single
datacenter. For example, Deng et al. proposed the concept
of carbon-aware cloud applications (Deng et af., 2012)
which treat carbon-heavy energy as a primary cost,
provisiomng a cloud instance only if its emission costs
are justified by application-specific rules. A carbon-aware
policy is proposed which can be expressed in formal
models and can be applied to a wide range of practical
scenarios. Prelimmary results are presented for carbon-
aware Web server running on a small renewable-energy
cluster. Giori et al. designed a framework called GreenSlot
(Goiri et al., 2011) which aims to schedule batch
workloads and another framework called GreenHadoop
(Goiri et al., 2012) which orients MapReduce-based tasks.
Both frameworks are based on the prediction of the
availability of renewable energy and try to maximize the
utilization of available green energy by different
scheduling strategies. Krioukov et al., presented an
energy agile cluster that is power proportional and
exposes slack (Krioukov et af., 2012). Then they mvented
a grid-aware scheduler using workload slack to reduce
dependence on non-renewable energy sowces to
40% of its omginal level Li et al (L1 et al., 2012)
proposed a light-weight server power management
method called 1Switch which switches between wind

availability of the devices which will consume power and utility grid following renewable power
considerable amount of power too. variation characteristics, leverages existing system
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infrastructures  and  applies  supply/load cooperative
scheme to mitigate the performance verhead. Arlitt
et al. (Arlitt et al., 2012) from HP Labs introduced and
designed a “Net-Zero energy” datacenter, managed
in a manner that uses on-site renewables to  entirely

offset the use of any non-renewable energy from the
grid.

Deng et al., also conducted researches on Datacenter
Power Supply System (DPSS) with multisowrces to
mitigate power cost, carbon emission and power outage.
Systematical online control policies that best utilize
different characteristics of multisources are designed
(Deng et al., 2013a) in a complementary manner to deliver
reliable energy to datacenters while minimizing DPSS
operation cost. They proposed proposes an efficient,
online control algorithm for DPSS, SmartDPSS
(Deng et al, 2013b), based on the two-timescale
Lyapunov optimization techmiques, helping to make
online decisions in order to fully leverage the available
renewable energy and time-varying prices from the grid
markets, for minimum operational cost. Then, a control
algorithm called MultiGreen (Deng et al., 2013c) is
designed which can make online decisions on purchasing
grid power at two time scales (in the long-term market and
in the real-time market), without requiring a priori
knowledge of system statistics.

ENERGY-AWARE LOAD DISPATCHING IN
DISTRIBUTED DATACENTERS

Some big companies and enterprises usually establish
multiple datacenters around different areas all over the
world, powered by mixed green energy and utility grid.
Since the locations of these datacenters are different, the
variation of load intensity, renewable energy generation
amount and grid market prices will be distinguished
among different locations. Such heterogeneous features
will bring new opportunities for synthetic energy
utilization. There are also some works discussing the
possibility of exploring the heterogencousness of the
distributed datacenters and co-scheduling the workload
among multiple datacenters, in order to fiwther improve
the energy utilization. For example, Stewart et. al. outlined
a research agenda for meanaging renewable in the
datacenter (Stewart and Shen 2009) which compliments
ongoing efforts to integrate renewables into the grid.
They have conducted request-level energy profiling
which could potentially guide fine-grained request routing
and pointed out that datacenters with excessive
renewables could process a preater share of user
requests.

Akoush et al, introduced a design called “Free
Lunch” (Akoush et al, 2011), a computation

architecture that exploits otherwise wasted renewable
energy by co-locating datacenters with these remote
energy sources and connecting them over a dedicated
network. A software framework 15 provided that supports
the seamless execution and migration of virtual machines
in the platform according to power availability.

Later, some researches focused on the specific
implementation problems In such architectures.
Chen et al, proposed a holistic workload scheduling
algorithm (Chen et of., 2012), called Min Brown, to
minimize the brown energy consumption across multiple
geographically distributed datacenters with renewable
energy sources. The designed workload scheduling
algorithm is aware of different amounts of green energy
supply and dynamically schedules the workload across
datacenter.

Le et al, sought to exploit datacenters geographically
distributed that pay different and perhaps variable
electricity prices (Le et al., 2009), the benefit of different
time zones and near sites that produce renewable
electricity to reduce brown energy consumption that is
mostly produced by carbon-intensive means. Experimental
results showed that the proposed green policy could
reduce up to 35% brown energy consumption with only
3% more cost.

Heddeghem et al., looked at the feasibility oft
globally distributing a number of these renewable sources
for powering already distributed datacenters m order
to  operate at a reduced total carbon footprint
(Van Heddeghem et al, 2012) and provided a
mathematical model for calculating the carbon footprint
and savings of such a distributed datacenter
infrastructure. Furthermore, potential footprint savings are
evaluated and the notion of renewable energy is
generalized.

L1 et al., proposed a collaborative cost optimization
framework by coupling utilities with datacenters via
dynamic pricing (Li et al., 2013). Models were developed
to describe the information exchange framework for
utilities and datacenters and a distributed constraint
optimization solver called Cologne is employed to
negotiate a mutually optimal price.

To sum up, the above works considered to utilize the
benefit of geographically distributed locations, different
time zones and prices to schedule and dispatch loads
onto multiple datacenters.

RESEARCHFRAMEWORK

From the introduction of prior work in previous two
sections, we can see that there 1s still a wide space for us
to explore the possibility and address the challenges
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of how to efficiently utilize renewable energy supplies.
Here, we propose a research framework to guide owr
following research in this area, as shown in Fig. 2.

Figure 2 illustrates the overall framework and also the
relationship between the main components and important
stages. The basic concept is to adopt the “autonomic
computing” loop : first, data such as load intensity,
energy generation amount and resource usage situation
will be obtained by the monitoring component and then
be sent to the analyzing component; according to these
collected data, detail analysis will be conducted on the
basis of historical matching results among energy
generation amount and consumption amount during a
period of time; the analysis results will be used for
mstructing the model modification and the strategy
determmation.

As shown in Fig. 2, the key factors and components
are all lined with each other and thus impact on others a
lot. For instance, the strategy of load scheduling waill
directly impact the resource usage situation; the resowurce
usage amount will further impact the energy consumption
and the temperatwe of IT devices; the temperature
variation will lead to different choices of cooling
strategies and cooling energy consumption. Furthermore,
the weather and climate change will also impact the
generation of renewable energy and the environment
temperature which might then trigger other cooling
strategies of the datacenter. Consequently, to start
research in this area, enough swvey and estimation is
necessary to learn the restrictions between multiple key
steps 1n the entire system. Models for characterizing the
relationships between different pairs of key components
should be preliminarily established, in order to instruct
later stages including determiming the corresponding
strategies  and  designing  efficient  scheduling
algorithms.
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temperature temperature
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Energy generationk” Matching analysis  \_Sonsumption
and usage 4
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p Resource ;
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Fig 2: Research framework and relationship between
models

MODELS AND STRATEGIES

In this section, we try to establish some preliminary
meodels and introduce some strategies in the forecast and
scheduling stages.

Forecasting framework: Now, let’s take the solar energy
as an example. A simple solar energy computing model
can be described as Eq. 1:

P:N'Ap'¢'ﬂp'ﬂnc (1)

where, N 1s the number of solar photovoltaic panels, A is
the superficial area of each PV panel, ¢ is the solar radiant
quantity, ¢, denotes the efficiency of the PV panel, .and
¢no denotes the efficiency of the maximum power tracker
of the solar PV panel array. In these factors, ¢ is
essentially random which will be impacted by seasons,
sun radiation, temperature and pressure and so on. Hence,
to guide the following research, first we have to establish
a forecasting framework to standardize and umfy the
prediction procedures.

The holistic forecasting framework 1s shown in
Fig. 3. The input of the system includes: A. Sample data
and B. Necessary data for prediction and the output of the
system is C. prediction results. The execution of the
system contains following steps:

s Step 1: Explanation variable filtering. Sample data are
used in this step and (i) Optimal explanation variable
set 1s generated then

s Step 2: Modeling the prediction algorithm. The raw
data come from B. necessary data for prediction. The
prediction model will be calculated filtering the
explanation variables

s Step 1. explanation
variable flltering

(i) Optimal explanation
varableset

3 Step 2. modelinh the
prediction algorithm

— v

(ii) Known factor
prediction model

ﬁl

Step 3. model calculation
I 5 C. prediction
results

framework for

B. necessary
data for
prediction

Fig 3: Holistic renewable

forecasting

energy
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e Step 3: Model calculation. Using “B” as input, the
prediction results could be obtained by calculating
according to the prediction model

The advantage of the above described framework is
that different kinds of algorithms could be incorporated,
including the algorithm for filtering the explanation
variables and also algorithms for prediction. Thus, this
framework could be expressed as a tuple of two algorithms
and a data set. Under this framework, a series of different
prediction model could be obtained by changing the three
key elements in the tuple.

In the scope of the above framework, we should also
consider the impact of different weather types when
forecasting solar energy amount. By mining the useful
information from the weather forecast, e.g. cloud mtensity,
wind speed, wind direction, temperature, pressure and so
or, explanation variables could be filtered out. Stochastic
searching algorithms such as Genetic Algorithm could be
employed m the filtering process. Then, corresponding
neutral network could be established for inputting basic
data. The coefficient inside it could be adjusted from time
to time based on the measured values which helps
unproving the accuracy of prediction.

Energy profiling models: The overall energy
consumption of the datacenter mainly includes two parts:
functional device energy consumption and non-functional
device energy consumption, here denoted as E: and E,,
respectively. Functional devices include server nodes,
network devices and security devices which guarantee
the service availability of the entire datacenter. Hence, we
can get an equation as follows:

Ef = Esv+Enw+Esc (2)

where, E_ denotes the energy consumption of server
nodes, E, denotes the energy consumption of network
devices and E,_ is the energy consumption amount of
security devices.

Since there are usually a large number of server
nodes mside the datacenter, E,, devotes most to the total
energy consumption. Moreover, a server contains
multiple kinds of hardware devices, among which the CPU
1s the central working umt and has been discussed a lot.
The power consumption of CPUs is usually directly
relevant with the supplying voltage and its runming
frequency and is often impacted heavily by the workload
intensity. Generally, if we consider only the CPU power
consumption, the overall power consumption of server
nodes could be calculated as:

Eo)=3 [ (o (el -0 upr P eey ot (3)

where, % 3°, $" are the sets of server nodes, sleeping
nodes and hibernating nodes, respectively; t is the target
time period; p. (p,) denote the energy consumption value
of a server which is idle (100% utilized); u(t) denotes the
measured utilization value of server node s 1 time slot t;
P® and P" denotes the power of sleeping nodes and
hibernating nodes, respectively.

Besides, since plenty of applications deployed in the
datacenter involve frequent storage access operations,
the energy consumption of hard disks should also be
considered in the energy profiling model. Generally, most
mainstream disks could switch between high-speed mode
and low-speed mode at least and we denote the
corresponding power under there two modes as P, and P..
Assume a disk will consume E, energy amount switching
from low-speed mode to high-speed mode and E, energy
by switching reversely. Then, during a time period xt, the
total energy consumption of storage devices could be
calculated as:

E, (At)=B, -t, +B -1, +E, -n, +E, -0, 4

where, 1, (1) 1s the number of times that the disk switches
from low-speed mode to high-speed mode (vice versa),
t, (1) denotes the time length when the disk is working in
high-speed mode (low-speed mode). Here, these four
factors will all be impacted by workload access situations.
Since there are a great mumber of disks mside the
datacenter, if appropriate scheduling algorithms are
designed and employed, t, can be controlled as short as
possible and the switching times could be reduced.

Non-fimctional devices mainly include cooling
equipment, monitoring devices and management devices
which constitute the peripheral environmental
infrastructure. Here, cooling equipment has remarkable
variability and controllability and usually consumes a
dominant ratio of the total energy, hereafter denoted as
Ecpae To characterize the energy consumption of cooling
devices, factors such as space and temperature should be
considered together, i order to draw the spatial
distribution map of the temperature inside the whole
datacenter which can be denoted as:

Tmap, =T (<X, y, z=, 1) (5

where, <x, y, 2> 18 the 3-dimensional coordinate of a
certain pomt in the machine room and t denotes the
current time. This means that the map is constructed of
the temperature values of all points in the space at
time t.

5436



Inform. Technol. J., 12 (20): 5432-5439, 2013

Input: P, (power of
solar energy) P, (power
consumptionof datacenter)
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UPS/battery

Lower the cooling
temperature of
CRAC

Remark the extra
energy as wasted

y

Fig 4: Working diagram of the power management strategy

Resource management strategies: Under the
circumstance that the amount of available resources and
workload intensity both varies a lot from time to time,
resource and power management strategies have to be
elaborately designed. Here, we have to co-schedule the
workload with the aim of sufficiently utilizing renewable
energy, while eliminating the usage of traditional brown
energy. Hence, we can define the optimization goal as to
maximize the ratio of green energy consumption, i.e:

gren

(6)

Maximize:

where, B, and E, ., stand for the consumption amount
of green energy and brown energy, respectively.

Under this goal, there are many restraints of the
deployed applications which have to be satisfied. For
example, response time is a key metric for transactional
interactive applications. In the scenario with multiple
server nodes providing services, the performance model
of the application could usually be established based on
queuing theory, as follows:

(7)

where, R, denotes the average response time of the ith
class application, A, denotes the mean arrival rate of the
application requests, p; denotes the service rate for
dealing with the requests which is determined by the
resowrce amount allocated for the application. Since the
workloads of different applications vary a lot as time
elapses, virtual machines holding these applications could
be consolidated to reduce the overall energy
consumption.

Matched
successfully

Discharging
UPS/battery

Insufficient
energy supply?

Stop CRAC until
necessary

Energy still
insufficient?
Start the utility

grid supply

For batch applications, the throughput 1s one of the
main metrics and each job might have a deadline
constramt. The execution time of the jobs will be
determined by the computing resources allocated to the
application from the datacenter. For such applications, the
looseness of these jobs could be mined. Through
suspending and resuming some non-wrgent jobs under
the constraint of their deadline, the resource demand
might be matched better with the variation of supplying
energy.

Besides, for applications with frequent data access
operations, the placement strategy for data replica will
also unpact the resource usage and corresponding energy
consumption. Thus, the migration and gathering strategy
could be employed on demand to consolidate the data
resources, leading to space locality of the data accesses
which would be useful for controlling the temperature and
energy consumplion.

Figure 4 shows the working diagram of a general
power managerment strategy for utilizing renewable energy
such as solar energy. First, the relationship of the amount
of solar energy and power consumption are judged. If the
solar energy 1s sufficient, the extra energy will be used to
charge the TIPS battery. If there is still extra energy, it can
be used to lower the cooling temperatire of CRAC for
later use. On the other hand, if the solar energy is not
enough, the UPS battery will be discharged to release
some energy for use. If the energy 1s still insufficient, the
CRAC could be stopped for a while until the temperature
exceeds the predefined threshold. At the worst case when
more energy is needed, the utility grid supply has to be
started to cover the energy shortage.
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CONCLUSION AND FUTURE WORK

In this study, we have reviewed the research
progress of the resource and power management issues
inside large-scale datacenters. We listed some relevant
work on scenarios in both single datacenter and multiple
distributed datacenters. Then, we presented the research
framework from our pomnt of view, explaimng the
inter-operative relationship of several key components in
it. Then, a general forecasting framework 1s introduced
and then some energy profiling models are described,
mcluding several parts of the energy consumption for
different hardware devices. At last, resowce management
strategies are proposed for some common applications in
the datacenter and the power management strategy of
hybrid power supply 1s explained in detail.

Considering that the generation process of renewable
energy 1s usually intermittent and random, some possible
future research directions could be explored: (1) The
slackness of the workload inside the datacenter should be
further exploited which could facilitate the adjustment of
resource allocation towards the requirements of varying
power supply amount., (2) Since the utilization of all
nodes in the datacenter 1s usually unbalanced, hotspots
will exist at some high-loaded servers, leading to
mstability of devices. Hence, how to design
location-aware and thermal-aware strategies is still an
umportant open issue.
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