http://ansinet.com/itj ISSN 1812-5638

INFORMATION
TECHNOLOGY JOURNAL

ANSIlzet

Asian Network for Scientific Information
308 Lasani Town, Sargodha Road, Faisalabad - Pakistan




Information Technology Jownal 12 (3): 548-550, 2013
ISSN 1812-5638 / DOL 10.3923/1t).2013.548.550
© 2013 Asian Network for Scientific Information

Interval-valued Information Systems Rough Set Model
Based on Multi-granulations

Wei Yang
Department of Computer Science and Technology, Tongji University,
Shanghai, 201804, People’s Republic of China

Abstract: This study extends the rough set in interval-valued information systems to the multi-granulation
rough set in interval-valued information systems. The lower and upper approximations of a set in interval-

valued information systems based on multi-granulations are defined and some basic properties are introduced.
In order to substantiate the conceptual arguments numerical examples are given.
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INTRODUCTION

Pawlak (1982) proposed the rough set theory, which
is used to analyze imprecise, vague and uncertain data
sets in many fields. Because of the classical rough set is
not to use in some cases, such as the incomplete
information system and so on. Several extensions on
rough set have been proposed, such as a novel rough set
approach 1s proposed by Leung et al (2008). A
dominance relation to mterval information systems is
presented by Qian et af. (2008). The knowledge reduction
of ¢-maximal consistent blocks is proposed in interval-
valued information systems by Miao et al. (2009).

In this study, the rough set of interval-valued
information system is extended to multi-granulations
rough set based on multi-granulations (Qian and Liang,
2006, 2010). Scome interesting properties are discussed
based on the multi-granulations rough set and proved two
properties. Based on the given maximal intersection rates
the reduction is computed.

THE MULTI-GRANULATIONS ROUGH SET IN
INTERVAL-VALUED INFORMATION SYSTEMS

The basic notion of an interval-valued information
system is cited for facilitating owr discussion.

The interval-valued information system: “[L]et
{ =(U, AT, V, f) denote an information system called an
interval-valued  information  system  (IvIS),
U = [u, u,..., ] is a non-empty finite set called the
universe of discowse, AT = [a,, a,,..., a,] is non-empty
finite set of m attribute, such that a, (u) = [L¥, u*], L*<u®
foralli=1,2,....nandk=1,2,...,m. V is a set of values.
f 1s called the information function as f:TI<AT-V.

where
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Example 1: Table 1 is an WIS { = (U, AT, V, f), where
U=[u, u,..., 0], AT = [a,, a,,..., a,], the attribute value
a, () = [1% u*] is an interval number (Miao et al., 2009).

Definition 1: [L]et { = (U, AT, V, f)be an IvIS, XcU,
AcAT, card(A) = s. The lower and upper approximations
to a subset X of U can be defined as follows (Miao and
Yang, 2010):

APR, (X)={u, e U:s}% ¥ (u)cX]a
APRy (X):{uie U :ghbeoh (u)mX= @}

In the view of multi-granulations, n the mterval-
valued information systems the (APR, (X),APR. (X)) 18
called single granulation rough set.

Definition 2: Let L = (U, AT, V, ) be an IvIS, XcU,
A, BcAT, card(A) = s, card(B) = t. The lower and upper
approximations to a subset X of U can be defined as
follows:

APR o (X)={u e UspP* ()X
orS %‘E‘”"‘B‘ (u1 ) c X}

APR s (X) =~ APR 5 (~ X)

In the view of multi-granulations, in the IvIS the
(ﬂm {X),APR s (x)) is called double granulations rough
set.

Definition 3: Let{ = (U, AT, V, ) be an IvIS, XcU,
AL A, ALcAT. The lower and upper approximations
to a subset X of U can be defined as follows:
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APRv=, (X)={u,e Uivsif P (u ) o X, j< m| APRY 24 (X )=~ APRy=, (~X)

In the view of multi-granulations, in the IvI3 the
( APRy= (X),APR T s, (x)) 15 called multi-granulations rough

set.

Proposition 1: Let { = (U, AT, V, f)beanlIvlS, XcU,
AL A, ALcAT. Some properties can be discussed as
follows:

APRy-, (X)=U"APR, (X)
APRyss, (X)= P APRS, (X)
Proof: If =1, the properties can be proved as follows:
APRye, (X)={ue Usvshb b (ujc X j<m}
=Ufu e US> (u o X} j<m = U APR, (X)
APRT;s (X) =~ APRy=, (~X)
= Ul'APR, (~x)
=t ~(APR4,X)
(P APRA,(X)

Proposition 2: et = (U, AT, V, f) be anIvIS, XU,
ALA, . A cAT. Then:

APRy=, (X) APR ¢, (X]

APR 24, (X) 2 APRizs, (X)
Proposition 3: Let{ = (U, AT, V, {)be an VIS, XcU,
ALAL L ACAT, XieXoe.. . X cU. Then:

APRy-, (X,)CAPRy=, (X;)C - CAPRy=, (X, )

APRY s, (X, )CAPRE s, (X,) - CAPRE ™, (X,)
Example 2: We can consider the interval-valued
information system given in Table 1 and assume the
maximal intersection rates (Miao and Yang, 2010)
B, Bs...s Po = 0.9 are given with respect to all the
attributes.

For X = {u,, u,, u., ug, uy}

 (U1)=
ng(u2)={u2u u,,ug ug}
ng(“z) {“ >Us,Ug, U 9}
ng(“a):{“p“a}
ng(“i) {upu55}
ng(“ﬁ):{“ﬁ}
ng(“?) {“35“45“%“9}

Table 1: An interval-valued information system

a a; a A a
up [3.124.56]  [5.76,6.64]  [7.92,9.21] [1.14,5.21] [8.27,10.13]
u; [4.07,5.18] [6.31,7.20] [8.01,9.37] [1.75,3.86] [9.08,10.49]
u; [4.26,5.37] [5.03,5.91] [7.87,9.23] [1.64,3.75] [7.40,852]
uy [3.004.44] [5.83,671] [7.01,821] [1.20,330] [7.85971]
us [3.774.86] [6.09,697] [8.13,9.54] [1.964.00] [8.97,10.25]
u; [4.21,5.30] [6.20,7.11] [8.059.50] [3.11,498] [8.85,10.13]
u; [2.974.39]  [5.63,6.51] [815943] [1.50,349] [R.03,9.97]
uz [4.39,548] [6.14,7.02] [8.07,9.48] [1.80,3.88] [9.02,10.30]
u, [2.05,3.14] [6.27,7.15] [7.98,9.32] [1.69,3.68] [8.89,10.25]
up [1.15,2.35]  [5.68,6.56] [9.01,989] [0.121.19] [6.41,7.52]
SDQ(“S):{“2>“3>“5>“35“9}
SDQ(“;):{umuz’u?:ux’ug}
Sng(um) i}
APRW( ):{ul=u4}
APRW(x)={“1>“2>U3>“4>“5>“7>“8>“9}
Sug(ul) {UI,UT}
Sy (uy)={u.}
Sisg(uz):{'-‘z}
Sug(ua) {uguq}
Sif(uj) {ul,u ,us,uﬁ,ux,ug}
Sif(“s) {“1>“55“55“9}
Si: (ug)=1{u;}
SS{?(US) {uz,u5,u8,ug}
Sif(ug) {ulu uﬁ,ug,ug}
SD; “10) {“10}
APR,, (X)={u,}
APR%( ) {U1,U2,U4,U5,U6,Ug,llg}
Ar;u‘«xj( ) {uluzun}
APRW%( )={“1>“25U45U55U8>“9}
So, APR,, ., (X)=APR, (X)UAPR, (X)
APRuga; (X)= APRo, (X)) APRo, (X)
S?mg,mj}( ) {u;}
09
{m‘,.xj}(“z):{“z}
09
gu;,uj}(ua):{uz}
fon0sy (W2 ) = {ua}
{m,m;}(uj) {“2> x}
09
{m‘,.xj}(“a):{“a}
?f,,mj}(“?)z{“?}
E:,uj}(uz):{upuyus of
?f,,mj}(“;)z{"p“;}
{m‘uj}( ) uyt
ﬂ{m,m}( ) {“ “2’“4=u9}
APR{%%}( )={“15U25U45U55U8>“9}
So, APR, ., (X)C APRy, . (X)
APR{z 2,3 X) © APRoye, (X)) .

ATTRIBUTE REDUCTION

Definition 4: Let { = (U, AT, V, f) be an IVIS,
ACAT, BcA, card(A) = s, card(B) =t, card(AT) =

A=ia,a,..,at,B=4{b.,b,... b}, AT = {c,, ¢yp..., Cu},
KU, APt 13 reduction with respect to the given

a,, a,,..., a, in £, if and only if:



Inform. Techrnol. ., 12 (3): 548-550, 2013

YXCUAPRy:, (X)= ARy~ (¥) and VB © &, I U APRp., (X]# AFRy -, (X)

Definition 5; Let { = (U, AT, V, ) be an VIS, AcAT, BcA,
card(A) =s, card(B) =t, card(AT)=m, A = {a,, a,,..., a,},
B=4{b.b,....b}, AT ={c, cp....c}. XU, alP=b 154
reduction of { for u with respect to the given a, a,,..., a,
inZ, if and only ift

e X, YE C U ARy (X)=APRye, (X)and ¥BCAuEEIK CUAPRyy (X)#APRy:«, (X)

Example 3: We can consider the interval-valued
information system given in Table 1 and assume the
maximal intersection rates f,, B,. .., P = 0.9 are given with
respect to all the attributes. It 1s easy to obtain the
reductions:

0.9 —

=(a,, a;, a,, a,)

A" () = {a, a8}, A (u) = {a, a}
A" () = {a}, A% (u) = {a;}

AN () = {a}, A (w) = {as}

AY () = {a;}

AY (u) = {a}

AY (ug) = {a}

A% (u) = {a}

AY(uy) = {a}

AY (ug) = {a}

A" () = {a}, A (uy) = {a)h A (uy) = {a}
AL () = {a.}

CONCLUSION

In this study, we extend the multi-granulations rough
set theory to interval-valued information system. The
extension of classical rough set model is an important
direction of research. We proposed the rough set model
based on multi-granulation in interval-valued information
system and discussed some properties on the model. The
reduction 1s defined with the new model. In order to
substantiate the conceptual arguments
examples are given.

numerical
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