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Abstract: Job dispatching and resource management are the most mmport factors which decide the performance
of the cloud computing environment. Job dispatching can be devide into User dispatching and Task
dispatching based on dispatching model. There are vatious significant issues in resource management, such
as maximum computing performance and green computing, aim to accomplish tasks with the lowest cost.
Dispatching and management objects must be collected by system statistic mformation as reference. The
Performance Agent and Server Interface Method (PAST) has been collected the row data for the cloud. The
commom security technology applied in the cloud are passive defense methods, real-time active monitoring or
Deep Packets Inspection (DPI). The main purpose is to realize active inspection and defense. This study
proposes an effective framework to enhance comprehensive performance guideline of cloud computing center.
The framework is built based on the PAST integrate with DPI module and put forward a job dispatching and
resource management module based on safe PASI. Results of the experiment indicate that the model effectively

unprove the efficiency of the cloud environment.
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INTRODUCTION

Cloud computing architectire makes building
high-quality application by using large pools of
distributed components to be possible. Tt is obviously to
become an indispensably part of the enterprises which
engaged to optimize their budget on services for obtain
the services of application, information and storage and
computing capacity. As the increase on requirement and
complexity of modern cloud computing framework,
performance analysis and management issue cause
significantly attention on the trade umon.

As there is little consensus on how to define the
cloud computing, there are still a few common key points
i the defimition. This new cloud computing software
model is a shift from the traditional single tenant
approach to software development to that of a scalable,
multi-tenant, multi-platform, multi-network and global
(Foster et al., 2008). From their opinion Above all, cloud
computing is a specialized distributed computing
paradigm. Tt differs from traditional ones in that (1) it is
massively scalable, (2) can be encapsulated as an abstract
entity that delivers different levels of services to
customers outside the Cloud, (3) it is driven by economies
of scale and (4) the services can be dynamically

configured (via virtualization or other approaches) and
delivered on demand (Shao et ai., 2007). As Cloud defined
on services, it should be provided stable and smoothly
service and avoid prompt execution caused by request
message task exceed the response capacity of the cloud
center.

As the descriptions mentioned above, providing
enough performance information of cloud component is
essential and build high-quality cloud services obviously
becomes an important and necessary research category.
Mutual information 1s exploited to quantify the relevance
and redundancy among the large number of performance
metrics (Zhang et al., 2012). However, continuous
monitormg  and large system scale lead to the
overwhelming volume of data collected by health
monitoring tools. So collect exactly on sufficient and valid
data for performance analysis is necessary. It means that,
appropriate selection method and collection frequency of
working data 13 very mmportant for the effect and
exactitude of the performance analysis.

As a cloud application typically consists of multiple
cloud components commumnicating with each other over
application programming interfaces (Fu, 2011), In ths
study, we propose a system performance collection
framework construct on client and server mode. We
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obtain reference Parameter from Performance Agent
(PMA) deployved on the different cloud component
Performance Client (PMC) and recycle the data to the
Performance Server (PMS) deployed on the cloud task
queue management cluster.

The rest of this study is organized as follows: Section
I describes the related work about performance analysis
of the cloud computing center. Section III presents the
PASI model for cloud computing on TAAS in detail.
Section TV provides the modeling and analysis. Section V
discusses the numerical illustraion and Section VI
concludes the study while give the perspective about the
future work.

RELATED WORK

Performance analysis has become one of the hint
point research field in cloud computing recent years. The
research works on the performance analysis of cloud can
be almost divided into three categories by research object:
Performance analysis on cloud center, Performance
analysis on cloud application and Performance analysis
on cloud components. And can be recognized
as two aspects: Prediction and real tume status
(RajaRaajeswari et al., 2012).

Performance of cloud center was described in a new
approximate analytical model and analyzed under burst
arrival and total rejection policy (Khazaei et af., 2011). In
the study model the cloud environment as an
M[x])/G/m/m+r queuing system. As a result The number of
facility nodes 1s m and the capacity of system 1s equal to
m+r.

Tt was proposed a typical cloud environment
comprises thousands of clouds servers (physical
machines) and each of them can be segmented into a
number of independent or intercomnected VMs
(Virtual Machines) (Zhang et al., 2011) and services can
be distributed across different VMs as well as physical
machines within a cloud as well as distributed clouds.
And the study focuses on the measurement of the
performance analysis of cloud application (Jain, 2005).
Porting a scientific application like the SN factory pipeline
to the Amazon EC2 framework requires the development
of some mfrastructure and sigmficant planmng and
testing (JTackson et al., 2011).

As analysis  aspect discussed above is
macroscopically, expound a special performance analysis
method towards cloud applications and components. As
computational grids process large, computationally
intensive problems on small data sets (Bell et al., 2002), it
shows the implementation of the complicated functions
by combing several abstract tasks. Each task can selects

more

an optimal cloud component from a set of functionally
equivalent component candidates. The cloud application
15 implemented for task execution by composing the
selected components which candidates are distributed in
different locations and invoked through communication
links. The study proposed a collector and predictor model
for performance momnitor which monitored the user-side
real-time performance of cloud components. All of them
aim to gain more accurate analysis result of the
performance of the cloud.

In this study, we focus on the collection of related
performance data on PASI model. Compare the integrality
and validity of the performance data collected by the
meodel and before, we prove the usability of the model.

PASIMODEL FOR CLOUD COMPUTING

The architecture of performance client, agent and
server collection model established on the deployed of
application on the portal, host and VMs of the cloud. The
PMS application embedded on the portal of the cloud, it
is consist by the map of host queue which include the
performance mnformation of the hosts and the VMs run on
them. Consumers need to make prediction on quality of
unused web services before selecting. Usually, this
prediction is based on other consumers’ experiences
(Ke et al., 2010).

As Figure 1, the performance data 1s collect from the
agent application deployed on the hosts and the data of
the agent comes from the client application deployed on
the VMs. Because all the available cloud components
from user-side for evaluation purpose 1s expensive and
impractical (Goswami et al, 2012), the performance
management table on PMS mcluding host index table,
host data table, host occupy/idle table and the crucial
information placed in the host index table contain VM
index table, VM data table, VM occupy/idle table, VM
current data table, VM history quarter data table and VM
history day data table. The key data lingering on the
performance table include: (1) Request times in the period.
(2) Vacant times in the period. (3) Average request time in
the period. (4) Average failure rate for quest in the period.
And the granularity of the data consists by current
quarter, current day, history quarter queue and lustory
day queue. Performance data report from the PMC
running on the VM and received by PMA deploved in the
host. The PMA compute the data during the setup collect
period and synchronize to the PMS when the time arrives.
The performance data transmitted to the PMS will be put
together and generate ultimate statistic information by
queuing theory modeling as a result. All PMC embedded
in the different VM which distributed on either a single
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Fig. 1: Architecture of performance client, agent and server collection model

cloud node or multiple cloud nodes that the PMA run on.
Successful provision of mfrastructure-as-a-service (laa3)
and, consequently, widespread adoption of cloud
computing necessitates accurate performance evaluation
that allows service providers to dimension their resowrces
in order to fulfill the service level agreements with their
customers.

MODELING AND ANALYSIS

We consider the performance data collect from VMs,
the cloud component response time is meaning the time
from arrival the VM to the ending of response, the time
recode by the PMC and relevant information such as
average CPU and memory occupancy rate. The PMA
receive the data transmit from PMC, then process for
statistics. When a quarter arrive, the PMA will packet the
total data of the period and transfer to the PMS. The
mnformation includes the each fragment of PMC response
and handle by the PMA which includes such as: Request
times in the period, vacant times in the period, average
request time in the period, average failure rate for quest in
the period of each corresponding PMC. After the PMS
obtain the data from PMA, the data will be accumulated to
current day record and synchronized to the history
quarter and history day queue if the condition reaches.
Of course the common response of user request will be

handled real-time. The steady-state probability
distributions and the expected number of customers in the
system are derived which are used to construct a cost
function. Tt can be described by Fig. 2.

We adopt queuing theory as the abstract model for
get the result of average running time of the VM in the
period. In order to gain maximum net profit, the threshold
values of queue length at which servers are made
available one by one, are determined. Tt is very important
to place requested applications into available computing
servers regarding to energy consumption. And we use an
approximate embedded Markovian process for analyzing
the result of the steady VM queue size and the average
number of client request in the system with designated
transactor. We assume the request arrive VM is abide by
Poisson distribution with 4 and is subordinated to the
exponent of p. If the request number is i, the service
complete rate p;:

W o=in(l <i<M) uM(M <i < N) (1)

According to queuing theory, VM service intensity 1s
8 = A/p, the probability for coexists of p;:

i

b= pzi=M) pMzizNy (@
1!

MIM™
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The result of T, 1s the degree of load during the
specified period. Then we will research on the length of
the request queue transmit to PMC and ultimately
feedback to PMS. We assume the requests are random
and exponential distribution with mean arrival rate g and
mean service rate 6, for i,(1 =1 =y) PMC. M, means the
specific level of PMC available. We define 5, as the stable
probability of the x external requests on the y PMC
processing system. The equations for the CAS with v
PMC are as:

a8, =0,5,
(0+0,)8, =05, +6,5_, &)
l<x<M, -2

(c+ ¢,)SM,,, =08y, + L S,

_ i (6)
I<i<y-19 = ZBJ
i=1
(G+¢1 )SX :GSX—I +¢'1Sx+1 (7)
2<isy-LM,  =x<M, -2
(G+¢'1)Sx :Gsxfl +¢YSX+1 (8)
M, <x<K-1
¥
0,8, =G5 ()

From the relationship between stable probability Sx
multiple with service rate 0, and arrive rate o, we can get
the stable length of the requests queue by (7)-(9) as:

S, =n8.lsx<M, 1 (10)
M =079,

i-1
S, {H e }UTM”H S (11)
j=1

i=2,3,.,y-1LM_ <x<M —1
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The i,(1 =1 =y) PMC running in the system can be
description by:

S(r)=Prob{M_ <x=<M, -1}

T T (14)
ST [

1-m

So we can derive that y PMC are running mn the
cloud:

S(yv) = Prob{My_1 LX< K}
My 15
_ HY—ITIMfMJ_lT] 1- "15 et g (13)
j=1 ¥ 1— n, 0

That 1,(1 = 1 = y) PMC keep in working state
probability 1s:

S:0) = 380 (16)

=

We can obtain the average load degree of the cloud
center as (<4)+(12):

_ LTS

D cloudg,p

(an

PQID

Finally, cloud center portal system can adjust VM
resource automatically by relevant method and produce
the overload warmng to controller system when the D,

1s beyond the threshold.
NUMERICAL ILLUSTRATION

In this section, we will demonstrate the mathematical
model loading time in HPL which is called high
performance Link pack standard and reckoning of the
probability of the x external requests on the y PMC
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Fig. 3: Compound cloud performance chart

Table 1: Cloud center working load degree & = 4, K =20, o=4,
8 =6579)
Deploy parameter (y =4, K=20, 0 =4, 8 =65.79)

Evl cfgl (v) cfe2 (v) cfgl (K) cfe? (K)
Tua 13.32 11.54 12.98 11.21
Twp 1209 1005 1134 082

SE 0.9302 0.8735 0.9103 0.8501
Dg 0.8260 0.6720 07877 0.6353
Dp 0.7810 0.6096 0.7169 0.5797

Table 2: Cloud center working load degree ¢ = 4, K =20, 0=135,
9=63.15
Deploy parameter (y =4, K=20, 0 =5, 8 =63.15)

Evl cfgl (v) cfg2 (v) cfgl (K) cfe2 (K)
Tun 14.63 11.97 13.51 12.01
Tun 1308 1097 1217 1032
Sg 0.415 0.8801 0.9216 0.8673
Dy 0.9183 0.7023 0.8301 0.6944
Dp 0.8552 0.6705 0.7789 0.6216

Table 3: Cloud center working load degree & = 5 K =30, 0=4,
8=066.12)
Deploy parameter (v =5, K =30, a=4, 0 =66.12)

Evl cfel () cfe? (v) cfel (K) cfe? (K)
Tug 12.17 10.01 11.54 9.93
Tun 1132 961 1028 913

Sg 0.9023 0.8311 0.8958 0.8383
Dg 0.7321 0.5546 0.6892 0.5550
Dp 0.7093 0.5546 0.6395 0.5315

processing system by different configurations. Tn configl
the PMC receive the request in the rate as o;=1 and in
config2 as a=1+ (j+1)*P,, P, is the deployment coefficient.

We give the T, as the degree of load during the
specified period, numerical results of Si(i) and D, = for
CAS system by Table 1-4 We deploy the different
parameter as the condition of the experiment.

In summary, as Fig. 3, we can argue the case of
relationship between T, Sy and D, effectively.

From the Table 1-4, we can get the conclusion
that the change of y, K, 0, ¢ obviously impact the
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Table4: Cloud center working load degree (y = 6, K =30, a=5,
0 =6407)
Deploy parameter (y =6, K=130, 0 =5, 0 =&.07)

Evl cfgl () cfg? () cfgl () cofe? (K)
Tug 11.65 11.92 12.70 11.03
Tuo 1056 1063 1089 977

Sz 0.9396 0.8743 0.9088 0.8485
Dg 0.7250 0.6948 0.7695 0.6239
Dg 0.6904 0.6454 0.6877 0.5757

result of T, o and the result of T qp, will cause the change
of the Dy,

CONCLUSIONS

In this study, we have described a performance
collection model for cloud computing with client and
server interface on TAAS mode. In this model, we can
gather performance information from client to agent than
to server and obtamn the average load degree of the cloud
center ultimately by them. The cloud center system can
adjust the cloud component composition by the portal.
For future work, we will concentrate on back pressure
mechamsm based on cloud compute performance analysis
model and the corresponding adjusts strategy.
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