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Abstract: Because the packet delay and energy consumption of wireless sensor network node are effectively
reduced by the data flow compression, the data flow compression technique can prolong the network lifetime

and is suitable for use in delay sensitive applications. If the time consumption of the compression algorithm
is big, then the data flow compression can not be valuable. How to balance time consumption and reduce delay
1s a big problem. To solve this problem, this paper proposed an adaptive judgment algorithm based on Packet
segmentation and compression. In this algorithm, the sowce data packet was broken into shares and sent to
the adjacent nodes separately, the compression strategy are chosen adaptively based on the local information
of each individual sensor node. Our extensive experimental results show: this algorithm 1s highly effective on

the reduction of transmission delay.
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INTRODUCTION

The wireless sensor network 15 widely used in the
military, aviation, explosion-proof, disaster relief,
environment, medicine, health care, household, industry,
commerce and other fields (Estrin et al., 1999,
Noury et al., 2000). In some fields, the packet delay 15 a
focus besides energy consumption, This kind of wireless
sensor network 1s named as delay sensitive wireless
sensor networks (Felemban et al., 2006). In delay sensitive
wireless sensor networks, the packet delay is the most
unportant parameter (Kim et al, 2008, Bisnik and
Abouzeid, 2009). Therefore, given a fixed energy
consumption Jhow to be more effective on the delay
reduction and how to improve the performance in the
network transmission are of great importance (Zhu et al.,
2008).

The recent studies on delay reduction in delay
sensitive wireless sensor networks focused on the routing
algorithm optimizing and the increase in data aggregation
efficiency (He et al., 2003, 2004). However, D. X1 proposed
an Online Adaptive Compression (Adaptive Compression
i Delay Sensitive Wireless Sensor Networks) (2012).
method. In this method, the local information is analyzed
and calculated based on a queumng model. Whether the
compression is valuable is judged automatically by the
Queue information at each node, so that the network
packet delay can be effectively reduced by data
COILPIesS1On.

The impact of compression quality to the delay 1s
controlled by the compression states which are
automatically adaptive by comparing the results of
compression  reduced  transmission delay and
compression increased processing delay of each node,
where the date packages production rate and local
information are changed at time.

However, the packet generation rate in network is not
well-distributed, there 1s a large number of free nodes at
some places when others are busy, this uneven
distribution causes the network uneven load which forms
delay regional congestion. Thus, this paper proposes a
new Adaptive Compression algorithm based on the
Packet segmentation technology. The source data are
split up to pieces by the Packet segmentation controlling
(Theory and Practice) (Stinson et al., 1984). By the
disjomt 1identical-hop routing, the data pieces are
distributed to the adjacent free nodes and are compressed
at those nodes. This new method can effectively reduce
the compression processing time and finally reach the
purpose of reducing packet delay.

By the analysis of the theory and experiment result,
the compression critical value can be reduced by this new
algorithm effectively, the packet delay and network load
are also reduced.

The contents of paper are as follows: Section 2
reviews related research works, focusing on the Algorithm
Strategy of online adaptive compression algorithm, the
verification of algorithim optimizing the date delay also

Corresponding Author: Ming Zhao, School of Software, Central South University, Changsha 410083, China
6020



Inform. Technol. J., 12 (21): 6020-6030, 2013

arise . Section 3 introduces the system mode. Section 4
mtroduces the adaptive compression algorithm based on
segmentation technology, including the decision of
segmentation quantity, selectng of the adjacent free
nodes, transmission routing protocol. We prove and
demonstrate the advance of the Adaptive Compression
algorithm based on the Packet segmentation by theory
and experiment date analysis separately in section 5 and
6. The conclusions are given in section 7.

RELATED WORKS

In recent studies of wireless sensor, compression
algorithm is widely used, the algorithm of this study is
based on the the existing basis, therefore, T will introduce
some relevant compression algorithm at first, the
improved adaptive compression algorithm will be
explained i detail after that.

In a large number of wireless sensor network
researches, compression 18 often used to reduce the
network node energy consumption and improve the
network hifetime.

Akyildiz et al. (2004) the earliest person who put
forward several possible framework in wireless sensor
networks, first proved the feasibility of the compression
by Studying of the correlation between time and space in
WSN (Akyildiz et al., 2004). After that, Scaglione and
Servetto have studied the source data coding and routing
algorithm for data compression effects (Scaglione and
Servetto, 2005). Then (Baek et al., 2004) have studied the
influence of the distributed data collection and data
compression n hierarchical network (2004) besides that,
they proposed an encoding strategy which according on
relevant data and distributed data compression, this
strategy have no more need of accurate node information
about each other (Pradhan et al., 2002). However, these
studies did not put forward the strategies of the
substance or excessive dependence on the global
information network and failed to improve the beneficial
efficiency of data compression in the network.

In order to solve these problems and get explicit
solutions, a large number of algorithms have been put
forward. Such as data aggregation method. According to
the research of the statistics (Sharaf et al., 2003; Yoon and
Shahabi, 2004),the approximate data aggregation strategy
based on multiple regression method (Banerjee et al.,
2005), Approximate line segments dividing method
(Schoellhammer et al., 2004) and so on. However, these
methods still exist some problems such as data
reconstruction incomplete and poor accuracy. Therefore,
after a period of time,many algorithms such as Coding by
Ordering (Petrovic et al., 2003), PINCO (Arici et al., 2003),
LZW (Sadler and Martonosi, 2006), KOM

(Reinhardt et «al, 2009) were
forward to solve these problems.

But these algorithms mainly aimed at compression
algorithms itself or designed according to the network
energy consumption, not algorithms for delay sensitive
designed wireless sensor network which can effectively
reduce the network packet delay .

In order to solve the sorts of problems of traditional
compression algorithm, in (Xi and Yang, 2012), the
researcher designed an online adaptive compression
algorithm specifically for network packet delay. This
algorithm utilizes only local information of ndividual
sensor nodes to make online decisions so that the node
perform compression only when compression can reduce
the overall delay. because of above judgment, the network
along with the change of network environment make
changes in execution strategy, after that, it can achieve
the purpose of reducing the network delay, eventually
improving the real-time performance of the network
transmission.

The researcher of research by Xi and Yang (2012)
puts forward an adaptive algorithm to make online
decisions by local information such that compression is
only performed when it can benefit the overall
performance.

In fact, packet generation rate distribution density in
the areas of network is not identical. In some areas,
packets density 1s relatively small, nodes m such areas
may still have lots of spare time. This will results in many
problems such as uneven pressure distribution, delay
regional congestion and energy hole formation based on
energy-umbalanced consumption, incomplete network
delay optimization and so on (Chen and Zhao, 2005, 2008).
Therefore, this paper presents a new adaptive
compression algorithms based on packet segmentation.
Through segmentation control of data, the algorithm
breaks packet into M shares. By the disjoint identical-hop
routing, the data pieces are sent to the adjacent free
nodes and compressed at those nodes. This new method
can exploit the benefit of compression while avoiding the
potential hazard of compression and finally reduce packet
delay. Next in section3, we will first analyze network
system model and do the problem description. Tn section4,
we will detail describe the adaptive compression
algorithms based on packet segmentation and show how
can it solved those above problems.

successively put

SYSTEM MODEL AND PROBLEM STATEMENT

In the above adaptive data compression algorithm,
the node according to the local network information and
related parameters to independent judge compression
state, itadopt a queuing model to approximate the data
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processing and transmission of nodes (Xi and Yang,
2012). Thus algorithm also adopt this original queue model
and improved, it contains network model and the Medium
Access Control (MAC) layer model which will be next
described respectively.

For the convenience of the description of the model,
we list the (Table 1), has convenient query the meamng of
each symbol represents.

Network model:

¢+ The topology of the network is a circle, with the
SINK the center and the R the radius, N nodes
randomly distributed within this cucle, the imtial
density of nodes deployed no longer move
(Cheng and Bajesy, 2004). After sensed data, all the
nodes will transmit them to the SINK

Table 1: Notation

Symbols  Definitions

N Number of nodes in the network
R Radius of the circular

r Node transmission radius

Ay Packet generation rate

As Arrival rate of external packet

Al Arrival rate for nodes in level i

n; Number of nodes in level i

Py Transition probability from node k to node j

Thar The minimum time of a successful transmission

L, Length of the data packet

Loy Swumn of length of all control packets in a transmission

Mgy MNurmber of suspensions in backaott stage

T MAC layer service time

Coae Coefficient of variance (COV) of the MAC layer service time

T Average packet waiting time of the queue

A Arrival rate of the queue

P Utilization of the queue

Cp COV of the inter-arrival time

cp COV of the service time

Ye Average compression ratio

T, Average compression processing time

Cp COV of the processing time

P: Ratio of compressed packets in all packets

Teom Average packet waiting time at the compression queue

ATpa(l)  Delay reduction in level i

AT Lower bound of total delay reduction

Parsp Average packet loss rata in transmission

Pew Packet delivery success rate

E.cu Data calculation energy consumption

Enw Data reading and writing energy consumption

Foom Energy conswmption of compression

AE; Reduced energy consumption of (ransmission by packet
CcoImpression

AE Saved energy consumption by compression

F..: Energy conswmption of radiating circuit

g S Energy for the power amplification of the two kinds of models
respectively

L, Bit number of data

d, Packet number a node needs to undertake

1 Energy conswmption of one bit data delivery

AD, Reduced amount of transmission data by compression

€ Compression energy consumption of one bit data

¢ In the network node density is large enough, each
node has the same transmission radius r and
assumes that the network node density is so large
that each node can find a adjacent node which is
more closer to the SINK within it’s transmission
range r, assume that it’s neighbor nodes’ geographic
information 1s already known

» And in order to describe convemently, we assume
that, within the scope of the r, it can find a node
which 1s just r range more closer to the SINK. So, the
data packets deliver from nodes located within the
scope between r*1 to r*(1+1) to the SINK need 1
transmissions, those nodes are are considered as
level i nodes.

Under the network environment (Fig. 1), if we assume
that node transmission radius r = 1, the number of nodes
in level i is n; and the average number of nodes E[n;] in
level 11s:

Efn,]- 7’ 71;(1271)2 N (211;21)N (D

Assuming that the arrival rate of the external packet
of node is A, (decided by node packets generated rate in
our network). So the packet arrival rate of j node in level
1is A, when I<R, then:

Diy)
i i+ 2
?L]:?Lngkz_:‘?\.ka] (2)

where P,; is the transition probability from node k at level
1+1 tonode j at level I.

Fig. 1. Network topology
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As the nodes of the same level have the same packet
generation rate A, we denote the average arrival rate for
nodes in level 1 as &, then taking expectation on both
sides of the equation:

T Ty

Efn, A =En, A, + AVE[3 S p,] (3)

=1 k=l

1

Because of in’zph -n,, -then Bq. 3 1s equal to:

j=l kel

Ao Efa et oy AL 4
¢ £zl

From it,we can obtain the mathematical model of
packet arrival rate in each node and network model.

After the packet amrival rate of each nodes are
obtained, in order to estimate the queue system efficiency
we need to study the average service time of each packet,
including packet compression processing time and MAC
layer service time.

Packets of data compression processing tune, we use
LZW compression algorithm (Welch, 1984; Xi and Yang,
2012) is used to similar hardware conditions, the
conditions here we employ the STM32F103R8T6 MCU
(microcontroller). 32-bit MCU (32-Bit Ultra-Low-Power
MCU) 128 k flash memory, 72 MHZ operating frequency,
20k SRAM.

MAC model: IEEE 802.11 (Hameed et ai., 2009) used as
our MAC layer protocol, it’s Distributed Coordination
Function(DCF) employs a backoff mechanism to avoid
potential contentions for the wireless channel.

In our MAC layer, we use a queue to simulate this
kind of compensation Function, in this DCF, we also
adopt the RTS/CTS mechanism to reduce transmission
collisions. Thus, it requires at least four transmissions to
successfully transmit a data packet: the transmissions of
RTS, CTS, data and ACK packets.

Let T, denote the minimum packet transmission
time, By, denote network bandwidth, then, we can have:

T,, = aatla (%)
BW

where, 1, = lipotL = logt), oo and 1, 1s the header size
of the data packet.

T, denote the average time spent in transmission
collisions, T,, denote the average duration of the timer
suspension m the backoff stage. Under the assumption of
the constant packet length, we can approximately have
Toi® T

The overall MAC layer packet service time can then
be calculated as:

Tmac = nsusTsus+ntachal+Trran
= (nsus—‘rl) Trran+n|:ulTEul
'r:(nsuerl )Tn'an (6)

Here, a and b compared to the original packets are small
enough, so for the convenience of calculation, can be
approximately equal to the last step.

Queue model: Tn the adaptive compression algorithms, we
will transfer the packet process and compression process
as two queue model respectively. The departure process
of nodes adopting TEEE 802.11 MAC protocol can be
approximated as a Poisson process. Thus, we assume that
the arrival process of each node 1s a Poisson process and
each node is an M/G/1 (i.e., exponential inter-arrival time
distribution/general service time distribution/single
server) queue.

Since the compression process can be viewed as a
shunt of data arrival process, which can also be regarded
as a M/G/1 queue. So in the M/G/1 queue, according to
the formula of Khinchin-Pollaczek, average packet queue
number N can be obtained as follows:

2

_ 1+ ¢l
Nuen =P+ P.=% 7)
1-p 2

where p is the utilization of the queue and ¢, is the
Coefficient of Variance (COV) of the service time.

By Little’s Law, given the arrival rate|E, the average
packet waiting time, which 1s the packet delay in the node,
can be derived as:

_N_2p-p'Q-c) (8)
A

To derive the average packet waiting time for the
transmission queue, we use the diffusion approximation
method (Bolch et al., 1998), ther, we can get the average
waiting time T gy

TGI/G!I = P - (9)
MLl-p)

poexp(- 2P (10)
C,p+cy

ADAPTIVE JUDGMENT ALGORITHM

In section?, we introduced the development course
of compression algorithms in WSN  network and
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introduces a kind of new effective adaptive compression
algorithm to reduce transmission delay (ACS), but after
research, we found that the algorithm has not enough
shown its advantages in delay and energy consumption,
through a certain improvement, we can also continue to
improve the optimization effect of the algorithm .

In this section, we propose an adaptive judgment
algorithm  based on Packet segmentation and
compression. It add a new services structure to MAC
layer which is called segmentation Adaptive Compression
Service (SACS).This algorithm adds segment parts and
new judgment upon the ACS algorithm, so as to further
reduce the delay and save energy.

In the following paragraphs, we will expounds this
algorithm respectively from four aspects of the algorithm
architecture, the queue model, the number of the
subcontract decision and the choice of the adjacent
nodes.

Algorithm architecture: ACS consists of four functional
units: a controller, an segmentation splitter, an
compressor, an information collector and a packet buffer,
Compared with the ACS algorithm 1z more an
segmentation splitter part. With SACS, the traffic between
the MAC layer and the upper layer is now intervened by
the controller in SACS. When the controller receives the
data, whether the data 1s compressed 1s first determined,
if already compressed, do not handle directly sent to the
buffer zone waiting for transmission. If the data does not
compress, according to the collected network and
hardware information which from mformation collector to
determine compression state. Compression state 1s
divided into compression and NO-compression and if the
node 1s runmng n no-compression state, the data 1s also
not handled but sent directly to the buffer zone waiting
for transmission; If the node 1s running in a compressed
state, it will first judge whether the data is segmented, if it
has been segmented, it will be sent into the buffer zone of
compressor waiting for compression. And if the data has
not been segmented, it should be send mto the
segmentation splitter for segment. In the segmentation
splitter, according to the
mnformation collector, the transmission path 1s calculated

same information from
and the number of copies and adjacent node to receive
the segmented packet have been obtained. Then, the
packet is marked those information and send to MAC
layer. on the other hand, all the arrival external packets,
only record the arrival time by mformation collector and
then sent to the network layer without delay. The specific
process as shown in Fig. 2.

In the above process, the most mmportant include
three parts:

[ Upper layer ]

SACS
D .
N Information
P 1 collector
A
Y D
v
Controller ) Separater
P
VN
P P
b v
~
P Buffer (¢ Compressor
P
v
, P: Packet
[ Mac layer ]D: Statistics data

Fig. 2: Algorithm architecture

»  Information collection: Packet compression state and
segmentation conditions judgment need local
information which collected by information collector,
the local information includes network conditions
and hardware conditions

» The segmentation strategy: Mainly including the
idea of number selection of data packets
segmentation and idea of the routing path selection

»  Compression strategy: Through the analysis of all
the information collected from the mformation
collector, the node performing state: wether the
compression state or no-compression state can be

judged

Next, according to the system model above and the
three parts above, the SACS algorithm will be in detail
introduced.

Information collection: Inthe SACS, information collector
is mainly responsible for collecting the following three
types of data:

Compression statistics: Average compression ratio r,,
the average compression time T, and COV (variance
coefficient) of compression time ¢, Every time nodes
perform compressior, the compression ratio of
compression, compression time, coefficient of variance
were recorded. Each average statistics collection and
calculation is updated after m times compression, in this
experiment, we assume m = 100. Due to this statistic
requires an imitial value, we assume that all nodes in the
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network work in compression state to get initial value in
the beginmng.

Packet arrival rate A: The arrival rate mecludes its
neighbor nodes transfer data rate A, and the packet
generation rate of the node itself A, It's obtaimng way of
A 1s similar to the compression statistics, Arrival rate over
a period of time will update for calculation, In this
experiment, set Ty, And at the end of each time period,
additional statistic the p, which represent the proportion
of compressed packet and all received packets.

Service time at the Mac layer, Mac layer service time
in the queue model is a random process, which is
calculated through the packet arrival rate.

The segment decision: After the controller have got the
network information collected by mformation collector.
Once a packet arrives, the segmentation splitter
determines whether the packet have been segmented
firstly, if not, it segment the packet. Here we adopt the
segmentation algorithm in the reference (Theory and
Practice. CRC Press), (Stinson et al., 1984), Under the
premise of the data security, segment number and the
node which to receive segmented packets is decided by
the controller.

*  Fustly, the judgment of the segmentation number 1s
principally, In order to ensure a certain packet
delivery success rate p,,, we are here to make a
concept of packet loss ratio, Average packet loss
rata in transmission is Py, i this experiment we set
Pioy = 1%0. If we break the packet mto n shares, so the
probability of loss one share is 1-(1- py,)". In order
to ensure the success rate p,,,, we should have:

1 _(1 _pd.mp)n>psuc (1 1 )

At the same time, because of the limitation of network
mtensity, nodes can only select their own peer node
within the transmission range of one jump, so the
segmentation number can't be larger than the adjacent
node number M.

So, the n can be obtained by:

n<log,_ (1-p,,)
n=M (1 2)

neN*

According to the formula to calculate the largest
value of n, According to the segmentation number to
determine necessary adjacent node number, then select
appropriate nodes to transmit.

¢+  The selection of the intermediate nodes: we use
“disjoint identical-hop routing”™ Tn the disjoint
identical-hop routing phase, The M shares are
transmitted to other sensor nodes that are
dispersively distributed in the network with disjoint
routes, where all the sensor nodes are more idle and
along the same routing path have equal hops to the
sink node after disjoint identical-hop routing, the
nodes who received segmented packets, called
intermediate nodes

Its associated transmission protocol 1s as follows:
Each node know they hop distance to the sink, also know
the neighbor node’s hop distance to the sink. Then the
intermediate nodes nodes selection rule 1s as follows:

*  Selected the node which is within the scope of one
jump from the source node S

»  Select the nodes of the same level

»  Select the nodes of shortest queue length

Tts implementation method is as follows: first of all,
the candidate node requested by the RTS packet and
replies CTS packet which includes 1it's queuing
information. Data collector collected the CTS packets of
adjacent nodes. By comparing the queuing information of
each node, the controller selects the optimal node and
names 1t as mtermediate nodes.

Compression strategy: After finished the segmentation of
packet, We should first get all the information by
information collector, then summary and calculate it.
Though the calculated value, Judging which state of node
to perform-compression or no-compression.

Compression state judgment: After the the segmentation
Judgment have been done, We need to determine whether
to compress received data packets. After a period of time
T, the Controller will make a judgment according to the
collected information and decides this node to perform
which state during next time period.

Doing the judgment of compression state is to
effectively reduce the packet delay. So, we will separately
calculate the increase delay of compress implementation
and reduce of data transmission delay by compression.

From the above introduced queumng model we can
know the formula of increased and decreased delay:

Increased delay:

=2Tpfchf,(1fc§) (13)
o 2(1-2,T,)
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Table 2:
Algorithm 1:
1.Initialize node status.
2.All nodes work in compression state with a period of time T.
3.Judge node state:(compression/no-compression)
Nodes in level i:
if state = No-Compression then
read statistics from the information collector
compute Tcomand ATy, if Teop AT then
Set state to Compression

Else

Set i to the node’s level number
Set ATy, =0
While i=0
Calculate A
Compute reduction AT, (1)
ATe(1) = AT ae (DA A T (1)
i=i-1
End while
If AT ac()< ATy (i) then
Set state to Compression
End if
End if
Else as the same as above.
Do segment
Nodes in level i:
if state=No-Compression then
Tf Packet state = No-Compressed then

read statistics fiom the information collector

calculate n,,,
set ng,. =0,

Decreased delay:

L L 1 (14)
lp —pc(lp—lp ft)+1,

k
sus

nf, Pt AR TE,AF (nf DT, (15)
SR T, A (-,

i i

n., P
Where:

i kmk
K c-n AT,

sus

i i [
n, —c-n +1 AT

With n_, and T, the service time can be obtained
and the normalized delay reduction can be calculated as:

AT, = ixjATm(j) (16)

i=1

Which can calculate the reduced total transmission
time by compression. After having calculated the increase
delay of compress implementation and reduction of packet

transmission delay by compression, we can compare

these two values to judge what state a node in the next
peried should be m.

The scheme: In the scheme, the first step is make sure
whether the nodes are in compression process or not.

s TIfthe nodes is not in compressing

At first, according to the local mformation collected
by information collector, the node compares the
relationship between T, and T, the specific process is
as follows (Table 2):

» If the nodes are in compression, we perform the
analogical scheme of above, After that we can decide
what state the node should to be in next step

THEORY ANALYSIS

According to the Queuing Theory and Eq. 7, 8, 14, we
can get the main parameters p (Queue Utilization), C;
(COV of the queen)and A (arrival rate in the M/G/1
queen)of the queue.

After employing the algorithm of the segmentation,
the above three parameters are maimnly changed, then we
changed the parameters through the theoretical analysis
and observe the change of the compression queen.

According to the theory of segmentation, Suppose
that a packet 1s break mton shares (4 = ni), compression
time become:

1
(T, = T,

Coefficient of variation Cj is the ratio of the standard
deviation T, and average of service time,so it will not
change by segmentation (¢, = ¢,). we can have:

1
p=h Ty =ne AT, = AT, =p amn
P =11

Coefficient of varation C, does not change,
according to the formula in Eq. 14, the average wait time
of compression queue T, will become:

2. 1
1 2y —T,——ATXHl-c]
2T, - AT A0l 3 el P)=1Tm as)

T = 1 1
1-MT,) 20-m-T) "
n
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Tt’s meaning that the average queue waiting time
become 1/11 of before.

But the length of the queue (the packet number
waiting in the queen) become T, A, =nA, 1/nT_,, as the
same as before. But after segmentation, the length of each
packet 18 1/m smaller than original packets and the
Compression delay 1s 1/n smaller than before. Because of
this, the delay of Compression reduced obviously.

The change of the transmission queue:

By the formula of Eq. 14 ,we get T',.... By the formula
of Eq. 15,we get the relationship of parameter n,,, whin
each nodes . After this, by the formula of Eq. 16, we can
have the total reduction of packet transmission delay.

Then combimng with Eq. 14-16.as the same as
COIMPression queue.

According to these formulas and when the network
15 stable, we can get delay mfluences: (1) Average
compression ratio r,, (2) MAC layer service time and (3)
the parameter ¢ in the formula.

When using segmentation and
compression ratio r, and service time T, are not changed.
The parameter:

CoMmpression,

o= M
AT

because of segmentation, A, = ni, so ,with Eq. 13, we
can get the Arrival rate of each nodes is A" = nA* In (5),

Tkl :_Tk

lran lran
n

though those formulas,we can known formula ¢, = ¢ which
1s not change.

Above of all, it’s show that the reduction of total
transmission delay AT,
compression is not change.

So under the packet generation rate of the same, to
compare with original adaptive algorithm, the compression
segmentation algorithm 13 decrease,
transmission time 1s not change ,and total delay 1s
reduced.

At the same time, according to the judgment strategy
of adaptive compression algorithms, the node 1s compared
with T, and AT,. to determine whether to execute
compression. So, because of the smaller T, after
segmentation and no-changed At the critical point
becomes smaller when the two values turn equal. With the
same packet generation rate, the nodes will have so more
possibility to be compressed that total delay is
significantly reduced.

after segmentation and

time of this

After the theoretical analysis of delay optimization,
we will research the optimization of node energy
consumption and network lifetime by employing this
algorithm.

Based on the theoretical conclusion, then we will
verify the degree of delay optimization by experiment by
applying our algorithm .

EXPERIMENTAL RESULTS

After used the adaptive compression algorithm of
segmentation, we break the packets which are only
compressed in one node mto shares which should be sent
to multiple nodes for compression. It greatly enhances the
efficiency of compression queue. Then, we will use the
experiment to verify the performance unprovement by
employing the algorithm of the network.

Here we use two parameters namely delay and energy
for reference to compare the algorithm improved
performance of the system respectively. Experiment using
omnet++ 4.0 simulator, the relevant network parameters
reference shown in section 3.

We compare the the effect of SACS algorithm (D-3-
MA), algorithm(NO-MA),  full-
compression algorithm (MA) and adaptive compression
algorithm (S-MA) respectively. Set up the network
environment as shown in the section3, nodes of the
network distributed like a circular with 7 levels, the
transmission range of the node is 1.5 times of the distance

no-compression

between neighboring nodes, original packet length 1s
512B, other parameters are the same as before.

Packet generation rate growth from the original point
0.5 to the point 6, it totally recorded of 12 times.

We set the every simulation Lasts 1000 seconds and
the mterval collection time of mformation T 1s 10 sec. The
experimental result every time T recorded once, it total
taken of 100 times and averaged.

Figure 3 show the result of the experiment, from it we
can see that the overall compression efficiency is quite
close to that of adaptive compression algorithm and it 1s
obviously improved than that by no-compression or
whole compression algorithms.

Compared with adaptive compression algorithms,
when the packet generation rate is less than a certain
critical point 3, and larger than 3., the delay between this
and adaptive compression algorithm (S-MA) are basically
the same. But when the packet generation rate 1s between
S, and S,, the delay will be significantly reduced, the
maximum delay reduced by 48% when the generation rate
1s equal to 2.2.
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Fig. 4 The change of data delay in Levell and level 7

Because network nodes’ execution state of each level
is different, we respectively make the statistics of nodes
in different level (Fig. 4), here we only compares the
differences of this and that of no-compression state, the
result show that the trend m each level is as same as the
trend of the whole network.

CONCLUSION

In this section, we propose an Adaptive

Compression of routing scheme named Adaptive

Algorithm Based On Packet Segmentation And
Compression.

Adaptive algorithm based on Packet segmentation

and Compression have a greater performance than the

traditional algorithm from both sides of data real-time

ability and network lifetime. This algorithm relies on local
information of nodes to make mathematical models.

T T T T T T
1.0 12 14 16 18 20

Packet gereration (n sec”

T T T
0.8 22 24 26 28
)

Through analysis of the mathematical model, comparison
of the relations between increased processing delay by
compression and reduced transmission delay by
compression, we employ a queue model to simulate the
situation of packets in line. By this, the source data packet
18 broken mto M shares and sent to the adjacent nodes
separately,
adaptively based on the local information of individual
sensor nodes.

Our analysis and experiment show that our algorithm
is less delay than the other existing scheme.

the compression strategy were chosen
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