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Abstract: Aiming at the lack of highresolution and short-term (5, Skm and next 3 h) thunderstorm forecast model,
the three thunderstorm forecast models based on Rough Sets (RS), Support Vector Machine (SVM) and RS-
SVM are presented in this study through analyzing Rough set, Support machine vector and the characteristic
of lightning forecasting. With the real data set, the models are tested and the experimental results are analyzed,
which show that the RS-5VM based model is effective and moreover, acquires a higher forecast precision.
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INTRODUCTION
Lightning 13 a powerful natural -electrostatic
discharge produced within thunderstorms
(cumulonimbus), cloud-to-ground and cloud-to-air.

Lighting disaster was suggested as one of ten kinds of
nature disasters by the UN. departments. It named as "a
popular disaster in electron era” by China Electrician
Council (Ma et al, 2008). Due to this, meteorologists have
done lightning  forecasting
andmuchprogresshas beenmade (Sun et al., 2009; Yang
and Tang, 2009). With the development of information
technology, electronic products are essential to people's
daily life and economic activities. However, large-scale
meteorological fails to meet the need of electronic age. To
research short-term (forecast scale: 5, 5 km) and immediate
(next 3 h) meteorological weather is of great significant to
the theoretical research and practical applications.

The traditional forecasting mainly includes multiple
regressionequation,  discriminatoryanalysis,  indices
superposition and so on. However, owing to the
complexity of the mechanism of lightning generation, it is
characterized by nonlinear obviously. Therefore, the
methods mentioned above have some difficulties in the
thunderstorm prediction. Many scholars have introduced
some soft computing methods, such as Rough set
(L, 20035), Neural Network and SVM, into the
thunderstorm forecast recently, also achieved certain
effect (Feng and Chen, 2004; Guo, 2008; Kong and
Tin, 2007; Luetal, 2008, Ma et al, 2009, Qian and
Sun, 2009, Wang et al., 2011). There 1s still a virgin area in
high resolution and very short range forecast, though
some meteorologists have taken rough set method into
the analysis of meteorological data. Support Vector
Machime(SVM),which has a profound mathematical
foundation, 18 a novel machine learming method based on

much research on

statistical theory (Li et al., 2004; Zeng and Zhang, 2011).
Tt has been successfully used in text classification,
handwriting recognition, image classification, biological
information and other fields with a good classification
accuracy and generalization ability achieved by balancing
the VC dimension and the empirical risk. Nevertheless, it
remains in the prelimmary stage to apply SVM to the
weather forecast.

Rough set, as a newly developed mathematical tool
for dealing with uncertain knowledge, has many
advantages. However, it 13 vulnerable in fault tolerance
and generalization, therefore, during the data
classification, there will likely be a phenomenon of rule
rejection. In most of these cases, SVM generalization
performance either matches or 13 better than competing
methods. It turns out that every global solution 1s also
unique. Whereas in training for a mass dataset, SVM
always faces the problem of large memory usage. In
addition, SVM usually biases to a class of large
proportion when tramming unbalanced data. Thence it
follows that SVM and RS theory has a strong
complementary. For the sake of enhancing the training
efficiency, we first adopt rough set theory to process data
reduction and then take the reductions as the tramming sets
of SVM. It is feasible to establish the thunderstorm
forecast model combining rough set theory and SVM
method.

The article 15 organized as follows: After a brief
overview of the research meaning and the status about
the relevant subject, Section 2 discusses the related
theories needed in this study and Feasibility Analysis to
both SVM and RS applied i Thunderstorm Forecast; In
Section 3, the thunderstorm forecast model based on
RS-SVM along with the implementation technique of the
classifier are introduced in details; Section 4 gives the
results of experiments performed on the real datasets by
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three models and an analysis for different methods as
well;  finally, including
considerations on the future are presented in Section 5.

some conclusions also

INTRODUCTION TO RELATED THEORIES AND
FEASIBILITY ANALYSIS

Basic concepts of rough sets: Knowledge representation
system (The symbolic expression of knowledge is
essential to handle intelligent data, while the primary
section of KRS is to research the set of objects, so the
KRS «can be formalized as follows (Liu, 2005,
Pawlak, 1991):

S=(U, A V. D

where, UJ is a non-empty finite set of objects called the
universe; A is the set of attributes, A = CuD and
CrD = ¢, along which C 1s the set of conditional
attributes and D 1s the set of decision attributes;
V =u,.,.V, denotes the value set of attributes such that a:
U-V,, for every acA; f represents the map of UxA-V.

Indiscernibility relation: Forx, y, €U, PcA, if vqeP: f
(x) = £, (y) holds, then cbjects x and y are indiscernible
from each other. Ind (P) is called the P-indiscernibility
relation.

Set approximation: Suppose PcA, YU, =xcl

)

[x],= {ycUilx ind (P) y3}, the lower and upper
approximations can be represented respectively as:

PY = pos, (Y} = fx © U|[x}, < ¥} (1)

PY = {xcU|[x], Y # @} (2)

The set ba, (Y)=PY-PY is called the boundary of Y.
Obviously, if bn, (Y)#2 or PY2PY holds, Y is roughly
definable. The objects mm PY can be with certainty
classified as members of Y on the basis of knowledge in
P, while the objects in PY can be only classified as
possible members of Y on the basis of knowledge in P.
The P-boundary region of Y 1s the difference set of PY
and PY, comsisted of those objects that we camot
decisively classify into Y. There are also some other
definitions in Rough set: pos; (Y) = PY is called the
R-positive region of Y, while inversely neg, (Y)=U-PY 13
the R-negative region of Y.

Knowledge reduction: There are two basic notions in
knowledge reduction: reduction (reduct) and core.

Let R be the indiscernibility relation, reR, if Ind
(R) = ind (R-{r} then r is dispensable in R; or r is
indispensable in R.

If for any reR 1s mdispensable, then R 1s
independent; or else R is dependent.

If QcP is independent and ind (Q) = ind (P), Q is
called a reduction of P. The set of indispensable attributes
in P 1s called the core of P, denoted as core (P). Suppose
red (P) denotes the reductions of P, then core (P) = nred
(P) holds.

Suppose P and (@ are the sets of equal relationship
on U, we can normalize and define P-positive region of Q
as:

pos,(Q)= U PY (3)

eufoT

If acP and posp (Q) = pos; o (Q) hold, we say that the
relationship o is Q-dispensable in P, otherwise, « is
Q-indispensable. If for every o in P is Q-indispensable,
then P 1s independent on Q, or we say that P depends on
Q. If there 15 a single Q-reduction of P, P 13 exactly certamn.
On the contrary, there are various expressions of and the

uncertainty will aggravate on condition P vthat core
(P)=c.

Decision rule: Another important issue is the rule
extraction after reduction. Let X, and Y, be the equivalence
class of U/C and U/D respectively, des (X)) denotes the
specific value of every conditional attribute, similarly, des
(Y;) denotes the specific values of every decision
attribute. Then the decision rule can be defined as ;4.
(X)-des(Y)), XNY, #o.

Formally the certainty factor of rules can be
computed in the following way:

w(X, Y= [X A YK 0 <p(X,. Y ) <1 (4)

When p (XinY;) = 1, we say that r, is certain; while
0<u(X, Y,)<1 we say that r, is uncertain.

Data processing step in rough set:

»  Orgamze the collecting data into the decision table.
The data must fully reflect the features of knowledge
to be dealt with. So, it is necessary to eliminate the
redundant attributes to reduce the data dimension
and finally determine conditional attributes and
decision attributes

¢+ Data discretization. Because rough set is less
favorable m dealing with the continuous data, 1t 1s
desirable to process data discretization. A successful
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approach to discretization is to construct a set of
cuts with a mimmal number of elements on the
condition that the discerned data must remain the
original feature or not introduce the extra noise

¢ Reduction of decision table. The reduction of
decision table can be divided into attribute reduction
and value reduction

*  Classifier construction. Apply the rules gained by
step 3 to the decision algorithm to process data
classification

Introduction to support vector machine: Support Vector
Machine (SVM) is a supervised learning model with
associated learning algorithm that analyzes data and
recognizes patterns, used for classification and regression
analysis. SVM can be extended into a nonlinear classifier
by mapping the space of objects into a lngh-dimensional
(possibly infinite- dimensional) space. By choosing an
adequate mapping, the data become linearly separable or
mostly linearly separable in the high-dimensional space.
In general, the whole procedure is to make the data
dimension raising and linearization. Usually, the
dimension raising sample space may lead to the
complexity of problems, even "dimension curse". Because
of this, researchers tend to prefer reducing the dimension,
e.g., PCA method However, if 1t 15 just used in
classification or regression analysis, this can yet be
regarded as a great choice. In that case, the set of samples
which cannot be handled m the low dimension can be
separated by a linear hyperplane simply. SVM ingeniously
figures out an increased computational complexity caused
by dimension raising via the kemel function expansion
theorem, through which a linear learning machine is built
in the high dimension instead of an explicit formula
transforming the low dimension to a high dimension.
Frequently used kernel functions for SVM include:
Linear kernel function:

KO, %)= XX, (5)
Polynomial kernel function:
KX, X;)= (XX, +00hy>0 (6)

Radial basis function(RBF) kernel:

K(X,.X,} = exp(~7[| X, - X, [Py >0 (7
Sigmoid kernel:
K(X,,X,)= tanh(yX X, +1) ®)

where, v and d are kernel-specific parameters.

Feasibility analysis

Features of thunderstorm forecast: Thunderstorm
forecast, as 1t 1s, 1s a bimary classification which
divides the meteorological data into thunderstorm and
non-thunderstorm  class. Tt is through mining the
relationship between predictors and the thunderstorm to
make the prediction. The lightning forecast is
characterized by the followings:

»  Conditions for lightning occurrence are diverse in
different scales, areas and predictable time. The prior
knowledge about thunderstorm cannot be expanded
infinitely, at the same time, there are few literatures
evaluating on the small scale forecast. Therefore, the
prior knowledge for the lightning forecast research of
special area and scale 1s not enough

¢ There are numbers of predictors describing weather
conditions, while not all of these have a relationship
with thunderstorms, which are redundant mean to
lightning prediction. The redundance can lead to a
large tramning data scale and a more complicated
model if they are not rejected. Hence, it 1s of great
significant for improving the accuracy and efficiency
to select the key factors

¢+ The lightning happens
predictors. It 1s mnecessary to
relationship between them

»  The historical data of meteorology are enormous,
which are difficult for whatever model to handle all of
them. That means the model must have a better
ability to deal with the incomplete information

non-linearly with the
llustrate  the

Advantages to the combination of SVM and rough set:
Rough set, as a newly developed mathematical tool for
dealing with uncertain knowledge, has many advantages.
However, 1t is vulnerable in fault tolerance and
generalization. Therefore, during the data classification,
there will likely be a phenomenon of rule rejection. Tn most
of these cases, the generalization performance of SVM
either matches or is better than competing methods. Tt
turns out that every global solution is also unique.
Whereas in training for every large datasets, SVM always
faces the problem of large memory usage. It can also
import noise to the model which may infect the precision
without reducing protectors. In addition, SVM usually
biases to a class of large proportion when training the
unbalanced data. Thence it follows that SVM and RS
theory has a strong complementary. For the sake of
enhancing the training efficiency, we first adopt rough set
theory to process data reduction and then take the
reductions as the traiming sets of SVM. So, it 1s feasible to
improve the performance of SVM in learning unbalanced
data via associating SVM with RS and reduce the error
data of SVM by RS.
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THUNDERSTORM FORECAST MODEL BASED ON
RS-SVM

In this study, we combined the Rough Set with SVM
to construct the thunderstorm forecast model. The frame
of the thunderstorm forecast is shown as Fig. 1.

As shown in Fig. 1, the model 1s made up of two
modules: The classify structure and the thunderstorm
forecast. Data discretization, predictor extraction, classifier
traiming and some other sub-modules consist of the
classify structure. Among which, the undersampling as
well as the data discretization belong to data
pretreatments; the predictor extraction which aims to
improve the efficiency and precision creates the reduced
meteorological decision table via reducing the dimension
of the discretized data; after that, SVM decision functions
will be gained by training the corresponding data using
the rules extracted from the reduced decisicn table.

In the thunderstorm-predict module, the rule base
and SVM decision function will be applied mto the
prediction of new data. Firstly, it processes the
identification by using rough set and this will
produce tlree probable outcomes: Thunderstorm,
non-thunderstorm and rejection. Then, with regard to the
rejections, it will be rejudged by SVM.

A more detailed description of the classifier
construction 1s now presented in the following.

Classifier structure based on RS (RS model): The
classifier should analyze the real-time acquisitions and
predict whether they would lead to the occurrence of
thunderstorms. The practical classify process 1s
composed of three steps:

»  Step 1: Choose the corresponding data fields from
the predict data according to the attribute reduction
results; Perform the discretization using the cuts got
from the discretization algorithm

»  Step 2: Compare the forecast data processed m Step
1 with rules in the rule base. If the attributes (expect
the "*") of the rule have the same value with the data
set, that means the rule is satisfied. Then, the
support of this decision attribute 13 computed
according to the rule's decision values. If the data
matches numbers of rules in the base, the support is
the summation of each support. Besides, the
supports of the thunderstorm and the non-
thunderstorm are also calculated

*  Step 3: Move the predict results to the decision class
with largest support values which is gained through
Step 2

Classifier structure based on SVM (SVM model): Tn this
study, a SVM with RBF kemnel is taken to construct the
classifier:

Fig. 1: Frame of thunder forecast model
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Table 1: Table test result of §VM grade

C
o 97 99 a1l 913 a5
2% 0.65 0.65 0.8 0.85 0.7
25 0.65 0.65 0.6 0.7 0.7
27 0.8 0.8 0.6 0.7 0.7
2° 0.7 0.7 0.6 0.7 0.65
2! 0.7 0.55 0.55 0.55 0.75

Ll B 47 e
K(x,x;)= exp(i‘lzczx” ) ©)

The recognition rate of the classifier can be optimally
achieved through adjusting the parameters of the kernel
such as ¢ and o’. There are lots of solutions to get the
optimization (c, 0%), one is the grid method, in which, c
takes N values and o takes M values, respectively. For
every (c, 0°) in NxM group, SVM is trained respectively.
Through evaluating all the generalized recognitions, the
optimal parameter is the group with the highest
recognition rate. The benefit of this method 1s its parallel
processing for each SVM 13 trained mndependently and
irrespective of others. In this study, ¢ takes values of
[27, 27, 2,27, 2¥] , while o takes [27, 3%, 27, 27 2],

In this study, we take the positive region data
samples generated by RS and the reductive attributes as
the training data of SVM .The training results of the grid
method are shown in Table 1.

Table 1 indicates that the maximum of prediction
accuracy takes 0.85 on the condition that ¢ = 2" and
g’ = 27 In this case, ¢ = 2° and o* = 27 are chosen as
parameters in the present study.

Forecast model based on RS-SVM (RS-SVM model):
Fustly, predicate the forecasting data with RS based
classifier. If it can be determined, the prediction result is
obtained.

Secondly, for the data which cannot get a definite
result via RS based classifier, SVM based classifier is
used to acquire the prediction result.

EXPERIMENTS AND RESULTS ANALYSIS

Experimental environment: The experiments are
performed on a loaded Intel (R) Core (TM) 2 Dou CPU
T5250 @1.50 GHz250G of hard disk,2G of RAM, Windows
XP, Matlab 7.1 and GrADS 1.9.

Original meteorological data preparation: The dataset 1s
taken from LAPS system of langxi Meteorological
Administration. Tt provides an original meteorological data
reanalysis with 8 times every day (each at time of 00, 03,
06,09,12,15,18, 21 o'clock). And GRADS software 1is

used to interpolate the laps data into a latitude-longitude
grid with specified spacing. Lightning positioning data
with 0.045Ex0.045N spacing during the longitude of
113.5-118.54 and latitude of 24.5-30.035 are collected from
the historical meteorological information of Tiangxi
province in 2010. The laps data are also interpolated in the
same grid. Because the frequent thunderstorm period
focuses on months 5-8, laps data with a high number of
thunderstorm in that time are selected to form the
experimental data, which consists of 201468 records,
including 100734 thunderstorm samples and 100734
non-thunderstorm samples. We used a random selection
of 40294 testing data.

STEPS

Data discretization: After sampling and discretization, the
laps data are organized as the lightning decision table,
which includes 313 conditional attributes and 1decision
attribute. In the Table, 1 denotes non-lightening sample
and 2 denotes lightening sample.

Predictor extraction: The attribute reduction method
based on rough set 1s used on the decision table
produced by step (1) to get predictors. And finally, 33
attributes are selected from 313 conditional attributes

Rules generate and classifier construct: Utilize the
technique noted in the previous to construct the
corresponding classifier.

Model test: Apply the classifier to classify the test data.

Result analysis: The 40294 samples are tested,
respectively on the three models mentioned above.
Table 2 records the test mdexes.

In view of the unbalanced original data, the following
evaluation indexes are introduced to get a better
description of the performance of the classifier:

Forecast accuracy:

coe PHTN (10)
TP + TN 1 FN | FP

Non-thunderstorm forecast accuracy:

FPrate = (1 1)
TN + FP
Thunderstorm forecast accuracy:
TPrate = TP (1 2)
TP + FN
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Table 2: Records of forecast results

Prediction results

Real results Thunderstonm Non-thunderstorm
Thunderstorm Correct (TP) Cornitting (FN)
Non-thunderstonm False (FP) Cormrect (TN

Table 3: Forecast accuracy on RS model

Non-thunderstorm Thunderstorm Forecast
forecast accuracy forecast accuracy accuracy
0.72 0.74 0.47
Table 4: Forecast accuracy on SVM model

Non-thunderstorm Thunderstorm Forecast
forecast accuracy forecast accuracy accuracy
0.67 0.63 0.65
Table 5: Forecast accuracy on RS-SWVM model

Non-thunderstonm Thunderstormm Forecast
forecast accuracy forecast accuracy accuracy
0.66 0.75 0.71

The forecast accuracy in RS is characterized by:

ez IP+TN (13)
TP +TN + FN + UD

where, UD denotes the number of samples (reject rate).

Experiment 1-thunderstorm forecast based on rough set:
Test results about prediction accuracy and precision
based on RS classifier fill in Table 3.

Table 3 reveals that at least one third of data samples
in the majority of non thunderstorm samples are rejected
i the prediction process. Two reasons contribute the
phenomenon: one is the limited generation of rules, and
the other is that it is difficult to extract rules which can be
applied in all cases because of the weather's particularity
as well as the variety relating to different seasons and
years.

Experiment 2-thunderstorm forecast based on SVM:
Positive region data and reductive attributes generated by
RS are adopt as the training data. A RBF kernel has been
taken with ¢ = 2" and ¢ = 27 for the SVM model.

Table 4 shows the accuracy and precision of the
forecast model in the case of the above SVM.

It is illustrated from Table 4 that SVM classifier has a
relatively higher recognize rate in non-thunderstorm
samples than that n thunderstorm samples. Though it has
lower accuracy than that of the RS classifier comparing
with Table 3, there is no rejection phenomenon.

Experiment 3-thunderstorm forecast based on RS-SVM:
The accuracy and precision of the forecast model in the
case of the RS-SVM based classifier are given in
Table 5.

Table 5 demonstrates that the RS-SVM classifier
achieved the highest forecast precision in all these three
classifiers. Nevertheless, due to the inadequate
non-thunderstorm  data  samples, there  exists
misinformation phenomenon. That ultimately led to a
lower accuracy in non-thunderstorm forecast.

Compare with other forecast models based on SYM: In
recent years, Support Vector Machine (SVM) is usually
used in lightning forecast, e.g., a research on the
thunderstorm forecast based on least-squares SVM 1s
stated 1n the literature (Wang et al., 2011; Ma et al., 2009)
applied the SVM technique based on data field to the
thunderstorm forecast. Compared with the models
discussed m the literatures (Ma et al., 2009, Wang ef al.,
2011), the thunderstorm forecast model studied m the
present paper though has a similar forecast accuracy,
differences are thoroughly aired on the following two
points:

»  Forecast scales are different. Tn the literature (Wang
et al, 2011), it depicts a range of 1ExIN
thunderstorm forecast and the literature (Ma et al.,
2009) specialize a prediction on weather stations,
while in this study the research is concerned
essentially with a
0.045E»0.045N

»  The method and techmique route used to unprove the
forecast precision are different. The literature (Wang
et al., 2011) chooses predictors by experience and
adopts L3-SVM to improve the precision, while 1 the
literature (Ma et al., 2009), in order to solve the
imbalance problem of datasets, it introduces the
concept of data field and, in the meanwhile, proposes
a method which is combined with a weighted SVM to
get a higher precision The high efficiency and
accuracy makes it especially suitable for non-linear
meteorological field

small-scale forecast in

However, 1t may be biased towards the majority class.
In this study, with the full consideration of particular
featires and complement of RS and SVM, it puts forward
a combined method to reduce the mfluence to the
accuracy and precision caused by the imbalanced data,

and the powerful combination produces a great
advantage.
CONCLUSION
Through researching the process of model

construction, a high resolution and short time nowcasting
model 13 proposed combined RS with SVM. With the real
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data, experiments are performed respectively on these
three models, that 1s, RS-based model, SVM-based model
and RS-SVM based model. The results demonstrate that
the new RS-SVM based model discussed in the present
study is more suitable and operational.

The future assignments are arranged as follows:
Firstly, expecting to raise the prediction accuracy, a model
special for a certain regional will be built, secondly, it is
necessary to increase the experimental data. The historical
data of lightning is huge, however, for the limit of
experimental installation and fimite time, this paper just
made the experiment with data of a given year; once more,
umprove and perfect the given algorithms is also requisite;
finally, thunderstorm medels using other soft computing
methods associated with fusion approaches still need a
further test and comparison.
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