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Abstract: Due to the natuwre of the WSN and the extreme resource constraints of sensor devices, providing
secure, efficient and user-friendly trust imtialization 1s a challenging task. This study identify a coordmation
communication model which characterizes trust groups in order to promote safe interactions mn the ubiquitous
environment. Through the proposed TRSCM (Trust and Reputation System for Communication Management),
a group of sensor devices that have no pre-shared secrets, establish initial trust by generating various shared
secret keys out of an unauthenticated channel. The dynamics of trust group creation, evolution and termination
are described, in terms of the history of mteractions of the device and on the ontology used to encode the
context of trust. After the reasoning the security of the proposed protocols, we implement the middleware on
a network testbed and report performance evaluation results.

Key words: Turst management, wireless sensor networks, intrusion detection, reputation

INTRODUCTION

The concept of trust has become very relevant in the
late years as a consequence of the growth of fields such
as internet transactions or electronic commerce (Harvard
University, 2013; University of Cambridge, 2012). In
general, one of the most difficult challenges of the mobile
ad-hoc environment has not received much attention yet,
that is, how to decide who to trust in this plethora of
opportunistically connected peers (FIRE, 2013; Sen and
Sajja, 2002). Each time an interaction takes place, we face
an inherent risk as we can never be certain of the
trustworthiness of the entities we interact with, or that
mediate the mteraction (Alarifi and Du, 2006, Alcaraz and
Roman, 2006, Beckwith et al., 2011 Blaze et ai., 1996).

Wireless Sensor Network (WSN) has evolved mto a
useful network paradigm applicable to many existing
problems, structural
monitoring, e-Health and many others. A sensor nodes
(SNs) deployed in the WSN has the capability to read the
sensed information and transmit or forward information to
base stations or a sink node through multi-hop routing
(Lawen, 2003; Liu et al., 2004). Wireless networks of
broader bandwidth allow these mobile units to aggregate
and form complex distributed system structures, thus
providing users anytime-anywhere access to their
personal information, as well as public resources and
services (Ma and Tsudik, 2007, Manzo et al, 2005,
Minder et al., 2005).

Trust management systems for WSN could be very
useful for detecting misbehaving nodes (faulty or
malicious) and for assisting the decision-making process.
Very little has been done so far in the area of trust

such as environmental and

management systems for WSN (Chen et al, 2007,
Crosby et al., 2006; Ganeriwal and Srivastava, 2004). Most
of the work on this field has been made in the last few
years. Big efforts, however, have been made in related
areas such as P2P and Ad-Hoc networks (Josang and
Tsmail, 2002). Thus, some of the approaches adopted for
WSN try to mmnitate those for Ad-hoc or P2P networks
(Josang et al., 2007, Kamvar et al, 2003). A Trust
Management Framework (TMF) offers a solution to the
problem. Tt aims at reducing the uncertainty that
characterizes mobile ad-hoc interactions by enabling
devices to form, exchange and evolve trust opimons
about other agents in the system. The size of the
networks also becomes an 1ssue. PZP networls are usually
large in size of nodes whereas this is not always the case
in WSN.

Related work: This gives rise to the problem of secure ad
hoc mitial trust establishment which happens before
WSN 1s actually deployed (Karlof and Wagner, 2003;
Karlof et al, 2004). Here we highlight several key
differences between this and traditional key pre-
distributions. (1) Since secret keys are not assumed to be
pre-distributed, trust must be established despite the lack
of a common security context and no central trusted
parties as the root of trust except that the user trusts
herself. In particular, n practice, a group of WSN devices
must be correctly associated with the mntended patient,
lest the wrong medical data be collected. This requires the
wireless nodes to be authenticated to each other and to
the WSN controller which forms the group securely.
Secret keys which can belong only to the intended group
shouldbe generated. (2) The traditional authentication
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goal (Krasniewski et al., 2005; Park and Shin, 2010) only
stipulates that each participant 1s assured that each
message appears to come from the true identity that
generated it. (3) WSN applications are usually time-critical
which mandates the trust bootstrap process to be fast and
scalable. For nstance, in EMS an additional 5 minutes
delay may result in a difference between life and death.
Of course, overhead 13 an 1mportant concern since
the medical sensor nodes are extremely resource-
constrained. To date, most of the proposed solutions
focus on providing support for subjective reasoning. In
(Rebahi et al, 2005; Bearly and Kumar, 2004), a
mechanism for the management of distributed reputation
in mobile ad-hoc networks is presented, that is able to
effectively detect malicious recommenders based on the
idea of ‘recommendation reputation’, that is, agents are
judged based on the recommendations they have given in
the past (although trust and knowledge are still
confused). Social control mechamsms have been
proposed to automatically 1solate malicious entities and
exclude them from fuhure interactions without having to
rely on a trusted third party. While supporting subjective
reasoning to different extents, none of the approaches
outlined above attempts to model trust group reasoning.
In (Becher et al., 2012), the formation of trusted coalitions
of agents 1s discussed; however, the study presents very
early work and ideas without details about how coalitions
are actually formed and how they evolve.

System overview: The initial trust establishment during
pre-deployment should establish a group key and/or
individual keys shared between each sensor and the
controller which can be used for the controller to securely
broadcast messages to the later, such as queries. TRSCM
(Trust and Reputation System for Commumcation
Management) are proposed which promotes trust-aware
collaborations in WSN by enabling each truster agent to
collect and process trust information about a trustee
agent b, so to forma trust opinion before interaction takes
place. Sources of trust information are: direct experiences
and recommendations.

Definition 1 (reliability trust): Trust is the subjective
probability by which an individual, A, expects that
another individual, B, performs a given action on which its
welfare depends.

This defimtion mcludes the concept of dependence
on the trusted party and the reliability (probability) of the
trusted party, as seen by the trusting party. The meaning
of the tuple 1s as follows: agent a trusts agent bat level
le[-1, 1] (-1 meamng total distrust and 1 meaning blind
trust) to carry out services. For example, we may specify
that Alice (a) trusts Bob’s eBookshop (b) at level 0.8(1) to
sell travel books (s).

Definition 2 (Direct experiences): The truster history of
interactions with b 1s processed and kept locally in the
form of a single aggregated trust information tuple: [a, b,
sk t]

Because in mobile ad-hoc settings agents can have
only a partial knowledge of their surroundings, their trust
opinions contain a level of uncertainty. A compromised
SN can perform various attacks including forgery attacks,
jamming attacks, Sybil attacks, denial of service attacks,
black/sink hole attacks (absorbing and dropping packets)
and slandering attacks.

Definition 3 (Decision trust): Trust is the extent to which
one party is willing to depend on something or somebody
ina given situation with a feeling of relative security, even
though negative consequences are possible.

The higher the number of diect experiences
happened between the truster and the trustee, the higher
the degree of knowledge. Reputation systems, on the
other hand, assume that some participants will try to
misrepresent the quality of services in order to make more
profit and to lie or provide misleading ratings in order to
achieve some specific goal.

Definition 4 (Reputation): Reputation is what is generally
said or believed about a person’s or thing’s character or
standing.

Agents are thus judged based on the quality of the

recommendations they give, 1 the same way they are
assessed for any other service they provide. The latter
can cause problems, because most reputation systems will
be unable to distinguish between variations in service
provider performance and variations in the observer's
taste, potentially leading to wweliable and misleading
reputation scores.
Definition 5 (Recommendations): When direct
experiences are not available (e.g., because no interaction
has ever happened in the past between the truster and the
trustee), the truster may ask other agents in the
enviroment (what we call the social context) for
recommendations. For example, Alice may be willing to
buy books from Bob’s eBook shop provided that it has
been recommended by Clare (agent x). A recommendation
tuple sent by x about agent b looks like: [x, b, 1, s, k, t],.

A recommendation is thus computed by signing the
local aggregated tuple; a signature is necessary to prove
the recommendation’s authenticity. Practical factors need
to be considered when choosing the type of QOB channel
in a device pairing protocol.

Figure 1 shows TRSCM model overview. Commitment
schemes are important cryptographic primitives that have
been widely used in message authentication and
authenticated key agreement protocols. Upon completion
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Fig. 1: TRSCM coordination middleware

of an interaction between a and b, the trust evolution
component of agent a updates a local environment. For
example when a contract specifies quality requirements for
the delivery of services, then this business trust would be
provision trust in our terminology.

Although enabling subjective reasoning, the social
network model TRSCM is based on, that is, a flat
collection of mndividual agents, 13 too simplistic and far
from reality. In human interactions, we view the social
network as a set of (possibly overlapping) communities
and we most frequently coordinate with the communities
we belong to. Factors for this type of trust can for example
be critical mnfrastructures, msurance, legal system, law
enforcement and stability of society in general. For
example, when seeking for recommendations about a
specific service provider, rather than querying the social
network at large, we may query only the community of
people that we know can provide us with useful
information about it, thus increasing the quality of the
mformation received(effectiveness) and reducing the
number of recommendations that have to be processed
(efficiency). In the following section, we illustrate how to
model groups on top of a flat social network and how to
exploit them to promote trust aware coordmation.

The model described in the previous sections has
been realized by means of the coordination middleware
depicted in Fig. 2 (components that are not the focus of
the study, such as discovery, are not shown). Trust
purpose 1s an overarching concept that that can be used
to express any operational instantiation of the trust
classes Application developers
engineer trust-based collaborations by means of two
sinple mterfaces: an interface that enables subjective

mentioned above.

reasoning about individual agents and an interface that
enables group reasomng.

Trust management for wireless sensor networks: In the
pre-deployment  phase, the
bootstrapped for the first time after bemng purchased;
thus, initial trust among sensors should be established in
this phase. For sensor networks it is possible to define the

sensor nodes  are

structure of a generic trust entity, as shown m Fig. 2.
Conceptually, 1dentity trust and provision trust can be
seen as two layers on top of each other, where provision
trust normally can not exist without identity trust.

In the absence of identity trust it 1s only possible to
have a baseline provision trust in an agent or entity. The
1dea behind trust transitivity 1s that when Alice trusts Bob
and Bob trusts Claire and Bob refers Claire to Alice, then
Alice can derive a measure of trust in Claire based on
Bob's referral combined with her trust in Bob. This 1s
illustrated in Fig. 2.

Trust-based geographic routing and intrusion detection:
In flooding-based routing, a nede floods a message to all
its neighbors until a copy of the packet reaches the
destination node. Tt yields the highest message delivery
ratio and the lowest message delay at the expense of the
highest message overhead.

In this section, we apply the proposed hierarchical
trust management protocol to trust-based geographic
routing as an application.

Definition 6 (Geographic routing): A node disseminates
amessage to a maximum of T. neighbors closest to the

6688



Inform. Technol. J., 12 (22): 6686-6693, 2013

¢ Wireless
Node

Trust Entity

The First Hand

Information
Reputation
Manager

Trust
Manager

The Second Hand ‘
Information q

TRSCM Trust
Entity

N
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destination node (or the sink node). In trust-based
geographic routing, node 1 forwards a message to a
maximun of 1. neighbors not only closest to the
destination node but also with the highest trust values
T, (t). We conduct a performance analysis to compare our
trust-based geographic routing protocol with baseline
routing protocols, namely, flooding-based and traditional
geographic routing.

The central authority (reputation centre) that collects
all the ratings typically derives a reputation score for
every participant and makes all scores publicly available.
Then, the CH forwards the message to the sink node
through other CHs. Without loss of generality, we
normalize the average delay for forwarding a message
between two neighbor nodes to t. The average delay
between two neighbor nodes is normalized to 2T. We
collect data for delivering 1000 messages, each with a
source sensor and a sink node randomly selected. We
consider two cases: L = 1 and L = 2 for both trust-based
geographic routing and geographic routing. In the
comparative analysis, we vary the degree of selfish or
compromised nodes from 0 to 90%. Note that 30% of
compromised or selfish nodes means that 30% of nodes
are compromised or selfish in the system without a fixed
ratio being used for these two types of nodes. We use
parameter values for characterizing envirommental and
operational conditions. We also use the optimal set of
(¢, B) for each individual trust property to ensure
subjective trust is close to objective trust.

Participants can then use each other's scores, for
example, when deciding whether or not to transact with a
particular party. We first describe the algorithm that can
be used by a high-level node such as a node (or a base
station) to perform trust-based intrusion detection under
its control. Then we develop a statistical method to
assess trust based IDS false positive and false negative
probabilities.

Alice 2} _ Bab Claire
Q « " eferral ~® i
i—abt i
1l trust I trust ]
derived trust
Provision Trist |———t—s
Access Trust — -
Delegation Trust ——s | Trust purpose
Tdentity TIs! ——
Context Trust —
The 1dea 1s that transactions with reputable
participants  are likely to result in more favorable
outcomes  than transactions  with  disreputable

participants. A similar treatment applies to a base station
performmg trust-based intrusion detection on base
station in a WSN.

Algorithm for trust-based intrusion detection
Definition 4: A cluster head node performs cluster head
-to-node trust evaluation toward node j after receiving T,
(t) values from all nodes in the cluster. More specifically
a cluster head node, ¢, when evaluating a node, ],
willecompute node j°s trust value, T {t). cluster head ¢ will
announce node j as compromised if T, (t) is less than T™,
otherwise, node j is not compromised.

Statistical analysis: Consider that the value toward node
j is a random variable following normal distribution
commonly used for statistical analyses with mean value
(). Also consider that there are n sample values of T; (t)
submitted by n nodes considered trustworthy by the
cluster head. With these n sample values, X (t) is related
to the sample mean, sample standard deviation and true
mean followmng t-distribution with n-1 degree of freedom
as follows:

T, -, (1)

A B 1
S, (074 W

X =

where, T, (1), 5, (t)and p; (t) are the sample mean, sample
standard deviation and true mean of node j’s trust value
at time t, respectively. Thus, the probability that node j 1s
diagnosed as a compromised node at time t is:
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B oy T, (0 - p, (0 (2)
B,(0) =Pr(p,(t)<T )Pr{X](t)>SJ(t)/Jer }

The false positive of the IDS can be obtained by
caleulating ©,(t) under the condition that nede j 1s not
compromised. Similarly, the false negative probability can
be obtamed by caleulating 1-6,(t) under the condition that
node ] 1s compromised:

Tty —p (1)
) = N P R b 3
PP () Pr[XJ(t)> SO ] 3
oy o0 -, (1) 4
P! (t)Pr[Xj(t)s S ] 4)

The above give the false positive probability,
PP(tyand false negative probability, pry, of our
]

proposed trust-based intrusion detection algorithm at time
t, respectively. % and ') are the mean value and
standard deviation of node j’s trust values reported by
other nodes i the same cluster, und 7 (t) er the condition
that node j is not compromised. T%¢tyand are the mean
value and standard deviation, under the cendition that
node j is compromised. T;'(t) and T (t) can be easily
obtained by applying the Bayes theorem to the
calculation of T (t).

PP(t)and PPty vary over time. The average false
positive and false negative probabilities, denoted by
PP (t) and P*(t) can be obtained by weighting on the

probability of node j being compromised at tme t, 1.e.:

o Lea(PTOA-PY (1)) )
D SR,
P]f" _ Zi—Lu(PJFnS(P a- PJC (t))) (6)
E 1=0 PJC 0

where, Pe{L) 18 the probability that node j 1s compromised

at time t which can be obtained from the SPN model
output and SI. is the anticipated WNS lifetime period over
which the weighted calculation is performed.

Intrusion detection analysis: We perform a comparative
performance analysis of ow trust-based intrusion
detection algorithm with two anomaly detection schemes,
namely, weighted summation and data clustering. We use
the ROC (Receiver Operating Characteristic) curve as the
performance metric since both false negative probability
(Py) and false positive probability (Py) are critical

measures and ROC objectively reflects the sensitivity of
detection probability (i.e., 1-Pg) as the false positive
probability varies.

The second baseline anomaly detection scheme 1s
fixed width data clustering-based IDS. In this approach,
the maximum radius of a cluster (¢,,) is defined and a data
point is put into a cluster if the distance between the
centroid of the cluster and this data point i1s smaller than
Cy; otherwise this data point makes a new cluster. Data
points that exhibit dissimilarity with others will tend to
cluster into a small cluster or standalone by themselves.
These lone data points are reported as malicious.

In our trust-based intrusion detection algorithm, the
false positive and negative probabilities essentially
depend on the minimum trust thresheld (T*) and the
weight of social trust (w,,,) We vary these two
parameters over the range of [0, 1] to collect the
performance results.

Evalution

Best trust formation to maximize application
performance: Here we identify the best way to form trust
out of social and QoS trust properties (i.e., identifying
weights to assign to individual trust properties) and to
assign the minimum trust threshold, T® so that the
performance of trust-based intrusion detection is
maximized, i.e., both false positives and false negatives are
minimized. Trust and reputation can be represented as
linguistically fuzzy concepts, where membership fumctions
describe to what degree an agent can be described as e.g.
trustworthy or not trustworthy.

Fig. 3 shows max (P, Py) vs. T" and w,,, in this
system as a result of executing our trust-based intrusion
detection algorithm, where Py and Pg are the time-
averaged false positive and false negative probabilities as
calculated, respectively, over all nodes in the system. We
observe that as the minimum trust threshold T, increases,
the false negative probability Py decreases while the false
positive probability P, increases. More importantly, there
exists an optimal trust threshold T* ** at which both false
negative and false positive probabilities are minimized. As
trust formation affects how trust is formed from social and
QoS ftrust components, we also chserve that T™ ™ is
sensitive to w, . Fig. 7 identifies that for the example
WSN when T™ " and w,,., = 0.6, both false positive and
false negative probabilities are mimmized to fall below 5%.

Dynamic trust management: Fig. 4 is for the case in
which the expected system lifetime SL is 150 days of
operations. Fig. 8 shows the optimal trust threshold
The* = (0.6 as SI. varies. Here, the value of wsocial is fixed
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to 0.6 to isolate its effect. For a WSN with a prolonged 1
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characterized by a distinct hostility level such as the & os
percentage of compromised and selfish nodes. We 2 07 e e ‘
observe that as SI. increases, the value of T®* = 0.6 at g 8'? : - *
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. ) . . g 03
time due to energy depletion even if the node is not T o .
. . 1 o 02.
compromised. The system sensing hostility change at 01 -
runtime can apply the best w,,., and T™® = (.6 setting 00

identified from static analysis to optimize application
performance in false alarm probability.

Detection probability with false positive probability: [n
Fig. 5 we compare the ROC curves of our trust-based IDS
algorithm against those by weighted summation-based
IDS and fixed width data cluster-based IDS for SL = 240
days. Instead, there can be distributed stores where
ratings can be submitted, or each participant simply

0 002 004 0.06 0.08 0.1 012 0.14 0.16 0.18 0.2
False positive probability (Prp)

Fig. 5. Performance comparison of IDS schemes in
detection probability vs. false positive probability.

records the opinion about each experience with other
parties and provides this information on request from
relying parties. We observe that as a design tradeoff, as

6691



Inform. Technol. J., 12 (22): 6686-6693, 2013

the false positive probability increases, the detection
probability increases for all IDS schemes. After each
transaction, the agents provide ratings about each other's
performance in the transaction. The reputation centre
collects ratings from all the agents and continuously
updates each agent's reputation score as a function of the
received ratings. The strength of owr trust-based TDS
algorithm 1s especially pronounced when the false
positive probability approaches zero. This is very
desirable since our trust-based TDS algorithm can still
maintain a high detection probability (>90%) when the
false positive probability is close to zero at which the
detection probability of anomaly detection-based IDS
schemes drops sharply.

CONCLUSION

In this study, we proposed a dynamic trust
management protocol for wireless sensor networks,
considering two aspects of trustworthiness, namely,
social trust and QoS trust. Updated reputation scores are
provided online for all the agents to see and can be used
by the agents to decide whether or not to transact with a
particular agent. Ow trust-based IDS algorithm
outperforms traditional anomaly-based TDS techniques in
the detection probability while maintaining sufficiently
low false positives. Theory of probabilities and some
theories developed for these purposes such as the belief
theory provide a well founded mathematical tool for trust
management systems in general. Although group
management requires some additional resource
consumption over non group-based solutions it later
simplifies an agent’s reasoning about which other agents
to deal with, thus actually achieving more efficient and
effective coordination.
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