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Abstract: An mformation system formed by HAP (High Altitude Platform) will be a new generation-system for
the wireless communications and HAPS (HAP Station) commumication system combines the advantages of both
terrestrial and satellite communication systems and avoids, to different extents, their disadvantages. Twbo code
has been shown to have ability to achieve performance that is close to Shannon limit. Tt has been adopted by
various commercial communication systems. Both universal mobile telecommunications system (UMTS) TDD
and FDD have also employed turbo code as the error correction coding scheme. It outperforms convolutional
code in large block size but because of its time delay, it is often only used in the non-real-time service. In this
study, we discuss the encoder and decoder structure of twbo code in mobile communication System. In
addition, various decoding techmques, such as the Log-MAP, Max-log-MAP and SOVA algorithm for

non-real-time service are deduced and compared.

Key words: High altitude platform, decoder, beyond 3G mobile communication system, decoding algorithm

INTRODUCTION

Mobile communication technologies have rapidly
developed in the past two decades. The fundamental
problem of mobile communication lies on finding ways to
enable people to communicate by all means whenever and
everywhere, including mobile communication. Recently,
a novel form of mobile communication has emerged and is
called the High-altitude Platform Station (HAPS) (Liet al.,
2011; L et al, 2009). In general, a HAPS network 1s
composed of quasi-static high-altitude platform stations
at the low altitude (20-100 km), with a certain payload and
with the residence time of 5-10 years. In the near-Earth
space, HAPS adopts a stable communication platform as
a microwave relay station and forms into a communication
system with ground control units, access equipment and
various wireless users. A turbo code can be thought as a
refinement of the concatenated encoding structure and an
iterative algorithm for decoding the associated code
sequence (Pietrobon, 1998). The codes are constructed by
applying two or more component codes to different
mterleaved versions of the same information sequence)
(Kaza and Chakrabarti, 2004; Hagh et al., 2006). For any
single traditional code, the final step at the decoder yields
hard-decision decoded bits (or, more generally, decoded
symbols). In order for a concatenated scheme such as a
turbo code to work properly, the decoding algorithm
should not limit itself to pass hard decisions among the
decoders (Lee and Park, 2006; Boutillon et al., 2003). To

best exploit the mformation learned from each decoder,
the decodmg algorithm must effect an exchange of soft
rather than hard decisions (Yeo and Anantharam, 2003).
For a system with two component codes, the concept
behind turbo decoding is to pass seft decisions from the
output of one decoder to the mput of the other and to
iterate this process several times to produce better
decisions. For a system with two component codes, the
concept behind turbo decoding 15 to pass soft decisions
from the output of one decoder to the mput of the other
and to iterate this process several times to produce better
decisions. Figure 1 shows high level block diagram of
turbo encoder and decoder which are used in simulation.

CODE THEORY

The mathematical foundations of hypothesis testing
rests on Bayes’ theorem which is derived from the
relationship between the conditional and joint probability
of events A and B, as follows:

P{A|B)P(B}=P(B| AJP(A) = P(A,B) (1)

A statement of the theorem yields the a posterion
probability (APP), denoted P(A|B):

R 2)
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Fig. 1: Turbo decoder schemes

Which allows us to infer the APP of an event A
conditioned on B, from the conditional probability, P(B|A)
and the a priorn probabilities, P(A) and P(B). For
commurmcations engineering applications having additive
white Gaussian noise (AWGN) in the chamnel[10], the
most useful form of Bayes’ theorem expresses the APP in
terms of a continuous-valued random variable x in the
following form:

Pid=i|x) = Ld=DPU=D; , 3)
P(x)
And:
P(x):zM:P(x\d:i)P(d:i) 4)

where, d = 1 represents data d belonging to the 1th signal
class from a set of M classes and p(x| d = 1) represents the
probability density function (pdf) of a received
continuous-valued data-plus-noise signal, x, conditioned
on the signal class d = i, p(x) is the pdf of the received
signal x over the entire space of signal classes. In Eq. 3,
for a particular received signal, p(x) 1s a scaling factor
since it has the same value for each class. Lower case p is
used to designate the pdf of a continuous-valued signal
and upper case P 13 used to designate probability (a priorn
and APP). Equation 3 can be thought of as the result of an
experiment involving a received signal and some
statistical knowledge of the signal classes to which the
signal may belong. The probability of occurrence of the
ith signal class P(d = 1), before the experiumert, 1s the a
priori probability. As a result of examining a particular
received signal, we can compute the APP, P(d = i|x) which
can be thought of as a “refinement” of our prior

knowledge.

Maximum a Posteriori (MAP) rule takes into account
the a priori probabilities, as seen below in Eq. 6. The MAP
rule is expressed in terms of APPs as follows:

P(d=+1/x)="P(d=-1|x) ()
<

H;

Equation 5 states that one should choose the
hypothesis H, (d = +1) if the APP P(d = +1| x) is greater
than the APP P( d =-1| x). Otherwise, choose hypothesis
H, (d = -1). Using the Bayes' theorem in Eq. 3, the APPs in
Eq. 5 can be replaced by their equivalent expressions,
yielding:

pix|d=+DP(d=+1)=" p(x|d=-1)P{d=-1) (6)
<

Hy

Equation 6 is generally expressed in terms of a ratio,
called the likelihood ratio test, as follows:

px|d=+1) _>Pd=-D )
pix|d=-1 < P{d=+1)

By taking the logarithm of the likelithoed ratio in
Eqg. 7, we obtain a useful metric called the Log-likelihood
Ratio (LLR). It 18 the real number representing a
soft decision out of a detector, designated T.(d |x), as
follows:

L(d] %) = logR9 =11y

pld=-1[x) (8)
_ log[p(x |d=+1)P{d= +1)]
px|d=-DP{d=-1)
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B px|d=+1) P{d=+1) 9
Ld|x)= mg[p(x| o) loel ] )
Lid|x)=L(x| d)+ L(d) (19

where, 1.(x/d) is the LLR of the channel measurements of
x under the alternate conditions that d = +1 or d = -lmay
have been transmitted and L(d) is the a prior1 LLR of the
data bit d. To simplify the notation, we represent Eq. 10 as
follows:

L'(d)=L, () +L(d) (1)

where, the notation L, (x) emphasizes that this LTR term is
the result of a channel measurement made at the detector.
Equations 3 through 11 were developed with only a data
detector in mind. Next, the introduction of a decoder will
typically yield decision-making benefits. For a systematic
code, it can be shown that the LLR (soft output) Lid)y cut
of the decoder 1s equal to:

L@ =L +L,(d) (12)

where, L'(d) 1s the LLR of a data bit out of the detector
(input to the decoder) and L,(d) called the extrinsic LLR,
represents extra knowledge that is gleaned from the
decoding process. The output sequence of a systematic
decoder 153 wade up of values representing data and
parity. Equation 12 partitions the decoder LLR into the
data portion represented by the detector measurement
and the extrinsic portion represented by the decoder
contribution due to parity. From Hgs.11 and 12, we write:

L{d)= L, (x)+ L{d) + L,(d) (13)

The soft decision L(d) is a real number that provides
a hard decision as well as the reliability of that decision.
The sign of L(d) denotes the hard decision; that is, for
positive values of L(dy decide +1, for negative values
decide -1. The magnitude of L(d) denotes the reliability of
that decision.

ITERATIVE DECODER DESIGN

For the first decoding iteration of the soft input/soft
output decoder in Fig. 2, one generally assumes the
biary data to be equally likely, yielding an mutial a priori
LLR value of L{d) = O for the third term n [&]. The channel
pre-detection LLR value, T .(x), is measured by forming the
logarithm of the ratio of A; and A;, seen in Fig. 2. The
output Lidy of the Fig. 2 decoder is made up of the LLR

Feedback for the next iteration
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Output LLR

Softsin | LD L@ =Li(d+L(d)
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Fig. 2: Soft input/soft output decoder
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Fig. 3: Two-dimensional product code

from the detector, L'(d) and the extrinsic LLR output.
L (dy, representing knowledge gleaned from the decoding
process. As illustrated in Fig. 3, for iterative decoding the
extrinsic likelihood is fed back to the decoder input, to
serve as a refinement of the a priornn value for the next
iteration.

Consider the two-dimensional code (product code)
depicted in Fig. 3. The configuration can be described as
a data array made up of k, rows and k, columns. Each of
the k, rows contains a code vector made up of k, data bits
and n,-k, parity bits. Similarly, each of the k, columns
contains a code vector made up of k, data bits and n,-k,
parity bits. The various portions of the structure are
labeled d for data, p, for horizontal parity (along the rows)
and p, for vertical parity (along the colunns).
Additionally, there areblocks labeled L, and L,, which
house the extrinsic LLR values learned from the horizontal
and vertical decoding steps, respectively. Notice that this
product code is a simple example of a concatenated code.
Tts structure encompasses two separate encoding steps,
horizontal and vertical. The iterative decoding algorithm
for this product code proceeds as follows:
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¢ Setthe a priori information
L(d)=0 14

*  Decede horizontally, obtain the horizontal extrinsic
information as shown below:

L, (@) =L{d)-L,{x) - L(d) (15)
. Set:
L(d) =L, (d) (16)

* Decode vertically, obtain the vertical extrinsic
information as shown below:

L, (=L@ -L,x)-L({d) (17)
. Set:
L(d) =L, (d) (18)

» If there have been enough iterations to yield a
reliable 7 decision, go to step 7; otherwise, go to step
2

*  The soft output is:

L) =L )+ L, (d+L, (0 (19)

PERFORMANCE OF THE DECODING
ALGORITHMS

SOV A the ML path 1s found m Table 1. The recursion
used 18 identical to the one used for calculating of o in
Log-MAP algorithm. Along the ML path hard decision on
the bit u, 1s made. L{u,|y) 18 the mimmum metric difference
between the ML path and the path that merges with ML
path and 1s generated with different bit value u,. In L{u,Jy)
calculations accordingly to Log-MAP one path is ML
path and other is the most likely path that gives the
different u,. In SOV A the difference is calculated between
the MI. and the most likely path that merges with ML path
and gives different u,. This path but the other may not be
the most likely one for giving different u,. The output of
SOVA just more noisy compared to Log-MAP output
(SOVA does not have bias). The SOVA and Log-MAP
have the same output. The magnitude of the soft
decisions of SOVA will either be identical of higher than
those of Log-MAP. If the most likely path that gives the
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Fig. 4: BER performance of Log-MAP algonthm VS SOVA

algorithm
Table 1: Comparison of complexity of difterent decoding algorithms
Operations MAP Log-MAP 30VA
additions 4x2M6 12x2M4+6 4x2M+9
max-ops 4x2M.2 2x2M.1
multiplications 10x2M+8 8 4
look-ups 4(exp) 4x2M.2

different hard decision for u, has swvived and
merges with ML path the two algorithms are 1dentical. If
that path does not survive the path on what different u,
is made is less likely than the path which should have
been used.

The forward recursion in Log-MAP and SOVA 1s
1dentical but the trace-back depth m SOV A 15 either less
than or equal to the backward recursion depth. Log-MAP
is the slowest of the three algorithms but have the best
performance among these three algorithms. In our
TD-CDMA simulation, we implemented the Log-MAP and
SOVA decoder to get best performance (with Log-MAP)
or fastest speed (with SOVA). Figwe 4 gives the
performance comparison between Log-MAP and SOVA
and it shows that Log-MAP 1s 1.2 dB better than SOVA at
the BER of 107, with the code block size of 260 bits and 7
iterations.

CONCLUSION

This study illustrate the turbo decoder principle and
the derivation of Log-MAP and SOVA algorithms.
Log-MAP algorithm 1s shown to achieve the best
performance with good complexity tradeoff. SOVA
algorithm has less computation complexity with about
1.2 dB performance degradation compared with Log-MAP
at the BER of 1072 We also demonstrate that the
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performance of twbo code is directly proportional to the
interleaver size and number of iteration in the turbo
decoder. Finally, it 18 also shown that the performance 1s
affected by the scale of the mput soft bits power but
the effect is negligible when the scaling factor is larger
than 0.8.
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