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Abstract: The article introduced the structure and technology method of the anti-jam mstrument based on the
adaptive arrays theory for the weak GNSS. The different algorithms is transformed into the uniform GSC program
structure which can contribute to saving hardware cost and improving the code's efficiency. To meet the need

of the fast time-varying scenario, the multistage Wiener filter 1s introduced. Analysis and numerical experiments
show that it 1s an effective method, especially n the fast time-varying scenario.
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INTRODUCTION

The anti-jamming technology of adaptive array has
been widely applied to the fields of communication,
navigatior, radar and sonar, etc and so on. James, D.M.
surnmarizes an overview of the adaptive antenna array up
to the end of 1985 and list a majority of open-literature
bibliography of the field(Mass, 1986; Van-Veen and
Buckley, 1988) mtroduces beamforming approaches to
spatial filtering from a signal processing perspective.

Capon beamforming algorithm could keep the output
power of array to minimum in under the guarantee of the
desired signal without distortion (Capon, 1969). Then
Frost extended the beamforming technology to multiple
linear constraints from single direction constraint and
meanwhile he presented the space-time architecture of the
algorithm (Frost, 1972). As an alternative approach, the
Generalized Sidelobe Canceling (GSC) structure 1s
described by Gmiffiths (Gniffiths and Jim, 1982). To
suppress the broadband interference, the Space Time
Adaptive Processing (STAP) structure can be applied.
Then, the nulling bandwidth performance of adaptive
linear arrays with up to 10 elements is discussed which is
affected by the number of taps in the delay lines and the
amount of delay between taps (Vook and Compton, 1992).
As one of the most important application areas, Global
Navigation Satellite System (GNSS) array anti-interference
technology has also been developed greatly and is still in
research at present. GINSS signal 1s extremely weak when

it arrived to the receiver °s antenna and the typical power
value of the GPS C/A code is -160 dBw (environmental
temperatwre: 290 K), about 20 dB below the thermal
noise.

The anti-jam technology of STAP applied to GPS has
been researched from the late 1990s,and references
(Hatke, 1998) gives a introduction on how STAP
beamformer is designed for GPS nulling the jamming in a
severe nearfleld multipath environment. Subsequently,
Fante made a relatively complete discussion about
anti-jam GPS receivers based on STAP (Fante and
Vaccaro, 2000)

With the in-depth study of the adaptive array theory
and rapid advancement in electronics, many kinds of anti-
jam array instrument for GNSS have been designed and
developed.

Rockwell Collins Inc shows its long GPS Anti-Jam
history and presents its Digital AJ Products whose
adaptive filter options include STAP and SFAP
technology(Carlson et al., 2003, Rowe et al., 2005).

In this study, the author designs a kind of STAP
array  anti-jam
applications for narrowband and wideband blanket
interference. Tt makes the Generalized Sidelobe Canceling
(GSC) structwre as an unified platform for adaptive array
signal processing algorithm and equivalently realizes the
Minimum Variance Distortionless Response (MVDR)
algorithm for known desired direction and Power (PT)

mstrument architecture in  practice

Inversion algorithm for imknown desired direction.
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As a result, the same system architecture can fit
different application environmental requirements by
different work mode. The instrument module enhance its
cohesiveness and independence and can be controlled by
the passed parameters.

But in the fast time-varying interference scenarios,
the above algorithm cammot meet the real-time requirement
and the anti-jamming performance will drop greatly. To
solve this problem, the Modified Multistage Wiener Filter
(MSWTF) reduced-rank algorithm is applied to the unified
G3C structure. Although the anti-jam performance remains
the same basically, the computational complexity is
reduced rapidly for avoiding the operation of matrix
INVersiorn.

THEORETICAL FOUNDATION

Algorithm transformation from MVDR to GSC: Assume
that there are M omnidirectional antenna array elements
and each element contains N successive samples. The
mput vector 1s written as: X(k) = [X;,, X3, - > X -
Ktz -+ » X the steering vector of the desired signal is

- Xpis

represented by - and the weight vector is represented by
W. Under the rule of MVDR.
The weight vector W is the solution to the following

equation, W = [W,,, Wi ..., Wi - s Wars Wagss -ovos Wana |-
minPout = min E{ y(k)['} = min E(W" R, W) (1)
st Wha =1

By the method of Lagrange Multipliers, the
constrained optimization W is given by:

iy
Rx a (2)

Wiwpr = e
a *R, *a

where, R is the covariance matrix computed by the
observational data vector X(k) and must be a non-singular
matrix.

Then, leths = a/||a|, Wyps is given by:

—_—
W, R, ™
MVDR — —H

R, *ho*||a|
e —lwps || o2 (3)
a *R, ™2 ho *R, he*| 2l

Let Wyvps = Winee® [1a)f which cannot change the
rate of input SNR to output SNR, the following equation
is given:

R, M THRTHR, FTEYR(T*ho) (4)
MVDR — —H R — —
ho *R, ™h  hg *T* *(T*R, T") "*(T*ho)

x

W,

(1s a non-singular matrix, mdicating T # 0). Let:

~H
T = ho
B,

and B, = mullthe), then B, *ho=0. Let ¢=T*h, the
solution 1s given by:
S-[o. .0 (3)
Substituting Eq. 5 into 4, we have:
T *#(T*R, *T") *e
Warrom = —H - —— (6)
Bo *TH =(T*R,_ *T") '*¢
Because of:

Eq. 7 can be obtained:

T*X:[E}*X:@;J (7

0
The following expression is was derived from Eq. 7:

TR *T! = T*EGHXT*TH = B(T*X)*(T*X)™)
d . * 4* *57H

= B[ | g xgr| | 2T BT
XD Xﬂ*dﬂ XD*XD

Then the inverse of the matrix TRy T" is obtained:

ol r}?udn} (8)

nes R

(T*RX*TH)_I |:Uzﬂu r:?ﬂdn:| _
()

_LH ok -1
1 s "R

0 —1
- - _ - %
B 1 - 1 1 H 1
Ry e &Ry &Ry Doalig Ry }

*o

From Eq. 5 and 9, the following expression is given:

- 1
(T*R *TH)l*C=|: _ }*‘g -1 (10)
X 7R-xn l*rxﬂd“ 0
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Substituting Eq. 10 into 6, Wynpg, 18 computed to be:

1
T“*ao{ - }
_qu *rxodo :TH*I
-R,,

- 1
T*h H ooz o B Koty
s |:_qu l*rxodj

Wimor =

- 1 -
= [ho B?]*{ } =ho-Bf *-R, T

7Rxn _l*rxndn
(1
And the output y(k) is determined by:
(k) = Wpr *X(k) (12)

For GSC algorithm, when ho=a/|a| (a still
represents steering vector of the desired signal) and the
block matrix B, = nullthe), the structure is described by
Fig. 1.

The output error signal g,(k) 1s the result of the
algorithm and it equals the array output signal y(k):

g, (k) = dy (k) — dy (k) = b *X(k) - Wy *X, (k) = hf *X(k)
Wy *B, *X(k) = (h] — Wy *B3*X(k) = Wi, *X(k)

That is:
Wige = o —BY — W, (13)

- W,

According to Wiener optimal design criterion, the
solution of the Wx; s given by:

W, =R, T, (14)

Then, substituting Eq. 14 into 13, we have:

W,y = ho —BI —R, T (15)

So, from Eq. 11 and 15, the following equation is true:

Wose = Winnag (16)

X +
® b d,(k) o)
‘ X 0
B, WX,

Fig. 1: GSC algorithm structure

From Eq. 16, we can transform the MVDR into the
G3C equivalently and establish the mathematical method
for the next reduced-rank operation.

Algorithm transformation from PT to GSC: As the
introduction have mentioned before, GNSS signal 1s
extremely weak when it arrived to the receiver’s anterma,
even 20~30 dB lower than in the receiver noise. For this
particular property, the Power Inversion blind adaptive
algorithm 1s an appropriate choice.

The PI algorithm 1s described by the followmg
constraints:

Minimum(pout) =E{| y(k) ['} =E{W"R , W)
SLWa” =1 (17)
a” =[1,0,0,...0]

Compared with the (1), the weight vector is described
by

W =[1, wy, .. s W]

vy Wags ees Wi -
That 1s to say, the first array element 1s appointed to
be the reference signal and its weight coefficient equals 1.
By adjusting the rest of weighting vector W, the Mean
Square Error (MSE) between array element 2j«M and the
first array element can reach the mmimum value.
Hence, the optimuim solution for Eq. 17 1s converted

to the following unconstrained optimization problem:

Pout =E{| y(k) |’} = E{| x, (K)+ w,, %, (K} + ...+ W, X,

(k= N+D+.+w %, K+ .+ w x, (k-N+D*}

=E{ x, (k) + WX () [} (18)
=Efx, (k)x", (k) + WX, (lox, (k) + X, (0X, " (k)

W+ WHR, (kX P (oW}

=r,, ()%, (k) + W Rx, (k)x, (k) + WFRx, ()X, (W

where, X,(k) = [Xa- > Xawo - > Xt Xpizo- - » Xp)- 1O take the
dernivative of Eq. 15 with respect to:

P, /W =Rx, (K)x, (k) + Rx, (K)x (k)W

Let &,,/8W =0 and to solve the equation, we know
that when:

W =—Rx,” (Kx(K)Rx, (K)x, (k) (19)

the minimum value of P, can be gained. Then the optimal
weight vector:
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x,(00) + 5 &(k)

T w 4

Fig. 2: PT algorithm structure

x® x(¥) &K
| | B I FG)
e £ O gy I )

. &

Fig. 3: Transformation of PI algorithm into GSC algorithm
structure

W, =[1-R %, (xR, (K)x, ()T (20)

The structure of the PI algorithm 1s described by
Fig. 2.

From Fig. 2, we know that the PT algorithm essentially
1s the implement of the classic Wiener filter. Similar to the
Fig.1, the structure of the PI algorithm can be transformed
to that of the GSC which is shown in Fig. 3.
where, X(k) = [x, (k) X,k

h,” =[10...0] %, (k) =h,* *x(k) = d, (k)

010 .0

001 ...0
B, =

00000

(M -DNx (M -DN +Dx, (k) =B, *x(k)
Then:
W, =—R™%,7%,d, (21)

From Fig. 3 and Eq. 21, the PT algorithm is exactly
equivalent to the GSC algorithm by adding a few auxiliary
operations.

WORKING PRINCIPLE OF THE INSTRUMENT

Figure 4 shows a block diagram of i-array element
space-time anti-jam instrument architecture. The antenna
array receives the signal on separate antenna elements.
By the front-end circuit, the signal is downconverted to
an intermediate frequency sufficient for processing by the
subsequent circuit. Then the A/D converter transforms

the signal into the digital domain. The digital data is
divided mto two branches. One 1s orthogonally
demodulated by multiplying the local carrier and is
removed high-frequency component by the lowpass
digital filter. The frequency of the local carrier is
controlled by the Frequency Control Word(FCW)which
15 passed by the next functional module. Then after
demodulation the T & Q signal form a complex variable
T+*Q,which is the baseband signal for the next STAP
operation. Another branch data flows into the sample data
block memory which is realized via Static Random Access
Memory (SRAM). After a period of storage time, the
sample data block is read out and also demodulated into
[+7*Q 1n the same way. The DSP module uses these data
to compute the weight coefficients W according to the
above algorithm in the section.

The TMU(Inertial Measuwrement Unit) in Fig. 4 can
supply the carrier own attitude information to the DSP
over the 1553-B bus. The satellite ephemeris data 1s also
transferred by the 1553B bus which is stored in the
subsequent GNSS receive module. With the known
ephemeris data and the platform own attitude data, DSP
can calculate the desired direction vector and executes the
GSC algorithm based on MVDR. If the ephemeris data is
unavailable, DSP executes the GSC algorithm based on PT.
The instruction word 1s sent by the Bus Controller(BC)
connected to the 15538 bus.

Then, DSP sends the adaptive weights to FPGA,
where the STAP is executed and the output signal:

Y (k) = WX (k)

Note that the weights is computed using the data
sampled during the previous time period and the present
data sampled 1s used for the next time period computing.
To high speed data acquisition, it has little effect on the
output result.

Finally, after interference suppression the baseband
data 1s adjusted to output by digital AGC.

In order to demonstrate the performance of the
common platform of the GSC structre implemented by
MVDR and PI, the sunulation 1s made for 6 uniform
circular array elements with one GPS satellite signal and
two kinds of interference. The simulation parameters is
shown in Table 1.

In the Table 1, LFM1' is linear frequency-medulated
continuous wave. LEM2* is linear frequency-modulated
periodic wave and the period T equals 3(during 1ms
period).

Figure 5 and Figure 6 depict the antenna pattern for
the deswred direction angle (50, 30°) in MVDR algorithm
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Fig. 4: Block diagram of i-array elements
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Fig. 5. Antenna pattern of 6 UCA with 10 delay taps for
the GNSS signal

and Fig. 7 and 8 depict the antenna pattern for the
interference direction angle(150°,4(°) in PT algorithm.

From the figures we can know that the MVDR can get
the maximum value in a desired direction and PI can only
mull the interference with a small loss of the signal. So the
MVDR can get a higher SINR than PI. But both the
algorithm can achieve the required SINR value for C/A
acquisition. For example, the STNR 1s about -19 dB for PI
algorithm in the simulation.

FAST ALGORITHM APPLICATION

Figure 5-8 show that the simulation result can meet
the requirements of Table 1. The weight coefficients is
calculated by Sample Matrix Inversion (SMI). But in
reality the algorithm would not appear to be a very
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Fig. 6 Antenna pattern of 6 UCA with 10 delay taps for
one signal and two nterference

.,n||u'.r.mu.i.r,||ill|

Th e

AL -
T llﬂ]'lﬂ'ml I

Amplitude (db)

Frequency
0.1 MHz

Fig. 7. Antenna pattern of 6 UCA with 10 delay taps for

the GNSS signal

Table 1: Simulation pararmeter

Signal type GPS LFM1! LFM2
Carrier center frequency(MHz) 1575 1575 1575
Bandwidth (MHz) 2 2 2
Azimuth (Degree) 50 150 300
Elevation (Degree) 30 40 60
Input SNR/SIR (dB) 20 -52 -58

practical method, especially m the fast time-varying
scenario. In references (Goldstein et al., 1998)the
Multistage Wiener Filter (MWF) is introduced to solve
this problem.

On the basis of the GSC structure in Fig. 3, the first
stage of the decomposition 1s shown m Fig. 9.

According to Wiener optimal design criterion, the
equation is established as follows:

Amplitude/dB
S

80 60 20 - 5 T

Election angle/degree Frequency 0.1 MHz

Fig. 8 Antenna pattern of 6 UCA with 10 delay Taps for
the GNSS signal

Fig. 9: 222229997

W, =R (22)

Loy e

The Minimum Mean Square Error (MMSE) of the
g,(k) 13 computed to be:

E (|5 (o) | min®)=E(||d,(k) ~d, (5)[F)=E (|, (&)~ WE X, (k|F))
=E((d, (K) - W, X, (K)(d, (k) Wy, X, (K))*)
=E(d, (K)d] (k) (d, (R) X" (k) Wy, + Wy X, (K)d; (k) +
Wy, X, (X ()W)
(23)

To plug Eq. 22 mnto 23, the MMSE 1s calculated by
Eq. 2:

E{ll (k).

=E(d, (K d] (k- E(d, kX kDR 1, — 130,
RETEX, pd] )+, REFRRY 1

=E(d, (0 &} (k) -E(d, X' KR 1., (24)
gy (R g, +1d, R,

=E(d, O d k) -, RY 1y

=g’ -1} Rir,

LR St Tk <ot

We continue to calculate W, by Wiener criterion, the
Eq. 25 13 established:

8451



Inform. Technol. J., 12 (24): 8446-5453, 2013

W=R.'T, ... (25)

According to Eq. 24, the R, and r,d, 15 given
by:

Re, =E (g, () *g (k)=Elle, 0.,
=g, - r}g " R;{‘lr}cldl
Lo =E (g (k) dj k)
=E((d1tk)-w, X, (k) d; (k)
=E({(d, o d; () -W X, k) d; (k)

E((d, (k) d; (k)=E((hF *X, (k)*d] (k)

(26)

1, dy=FE (g, (k)dE k)

=E((d, (k) — Wy, X, (k)5 (K))

=E((d, (k)d, (k)-W3 X, (k)d; (k) 27
=E{(d, (k)dg (k))=E (hf * X, (k) *dy (k)

=h{' *E (X, (k) * dy (k))=hi’ * 1X,d,

Then, the final output error is expressed by:

g (k)=dy (k)— Wi'e, (k)=dy (k)= W, (d, (k)—d, (k))
=d; (k)= W, (d, (k) - Wi X, (k))
4 K (28)
X, (k)}
= dy (k) W, TX, (k)=d, (k) - (T"W,)" X, (k)

=d (k)—[w{‘—w{‘w)i]{

Under the condition of equal g (k) the weight
coefficient in Fig. 3 and the one in Fig. 10 are equivalent.
Then:

W, =T'W, (29

0

hH
T{B‘l i|’Wd =[W, - W Wy ]

X, (k) in Fig. 10 can be decomposed further in the same
way until it becomes a scalar, not a vector. Then:

- = 1 1
T=|hi h¥B.hi, T[B, []B: |
k=N-2 k=H-1
N-1
W, {wl - wlwg....(fl)”'lnwk}
k=1

finally:

T W (30)

4

W,

=

X(K) ,_lh) oo(k) oK)
L |

T W Jd()(k)

Xo(K)

Bo

Fig. 10: 29299997

Because the vector X(k) has been decomposed the
scalar, the mversion of the autocorrelation matrix is
avoided. In the practical engineering calculations, the
matrix inversion is the bottleneck of computation.
However, we can avoid it utilizing the MWF algorithm
without impacting performance.

To improve the calculation efficiency, the blocked
matrix has been modified according to references
(Ricks and Goldstein, 2000).

X, (k)=X(k) by *d, (k)= X k)~ by *(b] X¢k) (31)
=X (k) by * b X (k)= (1~ By * B X (k)

Where:
hy=a/] |
and let:
By=P -y *hi
Then:
X, (0= - By * A1) X () (32)
Similarly:
B, =T h,*hf
X, (K =(I- b, *bF) X, (k) (33)

The References (Honig and Xiao, 2001; Honig and
Goldstein, 2002) give discussion of reduced-rank
performance about the MWF. In the same scene as
Table 1, the algorithm described by (33) is simulated for
the 1ms sample data{one C/A period) in the same sample
frequency (60 MHz). The sinulation result 13 shown in
Fig. 11. Tt indicate that the STNR out performance is a
function of MWTYF rank and can achieve full rank result
when the rank is greater than 5.
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SIMRaUt/E
el
L

1} 5 10 15 20 2% 30
rank

Fig. 11: SINRout of the array by the MWTF algorithm

If the number of multiplications 1s used as the main
indicator to measure the time complexity, the computation
of the Sample Matrix Tnversion (SMT) is O(MN)* (M is the
number of the array, N 1s the number of the time delay
tap)and the computation is O (MNY in X, (k) = B, *X-(k),
the modified MWF computation is O(MN) in:

X, ()= (1, *hF)X, (k)

Thus, it can be seen that the modified MWF algorithm can
adapt to the fast ime-varying scenario than the other two
algorithms.

CONCLUSION

A kind of anti-jam instrument architecture 1s
presented which uses adaptive array technology to resist
suppressing jamming for receiving the weale GNSS signal.
It have a shared algorithm structure to adapt to different
situations. The improved MWF 1s applied in order to
reduce the calculation burden in the fast time-varying
scenario. In the practical application, it is easy to add
flash memory clups capable of storing hundreds of
megabytes of data in Fig. 4. Thus we have enough sample
data to evaluate the effectiveness of the algorithm.

REFERENCES

Capon, I., 1969. High-resolution frequency-wavenumber
spectrum analysis. Proc. TEEE., 57: 1408-1418.

Carlson, S.G., C.A. Popeck, MH. Stockmaster and
C.E. McDowell, 2003. Rockwell collinsi flexible digital
anti-jam architecture. Proceedings of the International
Technical Meeting of the Satellite Division of the
Institute of Navigation, September 9-12, 2003,
Portland, OR., pp: 1843-1851.

Fante, R.L. and I.]. Vaccareo, 2000. Wideband cancellation
of mterference in a gps receive array. Trans.
Aerospace Elect. Syst., 36: 549-364.

Frost, O.L., 1972. An algorithm for linearly constramed
adaptive array processing. Proc. TEEE, 60: 926-935.

GJoldstemn, 1.8, I.S8. Reed and L.I. Scharf, 1998 A
multistage representation of the Wiener filter based
on orthogonal projections. Trans. Inform. Theo.,
44: 2943-2959.

Gnffiths, L.J. and C'W. Jim, 1982. An Alternative approach
to linearly constrained adaptive beam forming. Trans.
Antermas Propag., 30: 27-34.

Hatke, G.F., 1998. Adaptive array processing for wideband
nulling i GPS systems. Proceedings of the 32th
Asilomar Conference on Signals, Systems and
Computers, November 1-4, 1998, Pacific Grove, CA.,
USA., pp: 1332-1336.

Homig, M.L. and W. Xiao, 2001.
reduced-rank linear interference suppression. Trans.
Inform. Theo., 47: 1928-1946.

Honig, M.L. and T.8. Goldstein, 2002. Adaptive
reduced-rank interference suppression based on the
multistage wiener filter. Trans. Commun., 50: 986-994.

Mass, I.D., 1986. A selected bibliography on adaptive
antenna arrays. A selected bibliography on adaptive
antenna arrays. 22: 781-798.

Ricks, D.C. and I.S. Goldstem, 2000. Efficient architectures
for implementing adaptive algorithms. Proceedings of
the Antenna Applications Symposium, September
2022, 2000, Allerton Park, Monticello, Illinois,

Performance of

pp: 29-41.
Rowe, D., J. Weger and J. Walke, 2005, Integrated GPS
anti-jam  systems. Proceedings of the 18&th

International Technical Meeting of the Satellite
Division of the Institute of Navigation (TON GNSS
2005), September 2005, Long Beach, CA., pp: 1-7.

Van-Veen, B.D. and K. M. Buckley, 1988. Beamforming: A
versatile approach to spatial filtering. I[EEE ASSP
Magazine, 5: 4-24.

Vook, FW. and R.T. Comptorn, 1992.
Bandwidth performance of linear adaptive arrays with
tapped delay-line. Trans. Aerospace Electr. Syst.,
28: 901-908.

8453



	ITJ.pdf
	Page 1


