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Abstract: A large number of networked digital images have been explosively growing with the internet
communication technology and the rapid development of digital imaging technology. Feature selection can
represent the image information appropriately and obtain better accuracy, thus, it can improve the performance
of annotation. In this study, the algorithm of feature selection 1s proposed to solve automatic image annotation.
This algorithm is a reasonable and effective method of using a linear regression model for multi-label
classification. By setting the appropriate threshold value, the final class label can be achieved with better
performance to cope with continuous 1n the linear regression. Therefore, three methods of threshold are used
to discretize prediction value. In addition, an iterative algorithm is exploited to optimize the objective function
and two kinds of learning methods are utilized to train the algorithm. The results show that this algorithm is
effective for feature selection and good performance of being applied to image annotation.
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INTRODUCTION

With digital cameras and other devices growing
popular, the number of images is increasing rapidly.
Therefore, how to manage and retrieve the network of
multimedia information effectively becomes an urgent
problem to be solved. In the past few decades, there’s a
lot of research on content-based image retrieval, restricted
by semantic gap (L, 2013; Zhao and Wang, 2013), it
cannot satisfy the needs of wsers completely. Users
accustom to query keywords, but human-annotated is
also a very laborious work which gave birth to the
development of automatic image annotation. Automatic
image annotation is to allow the computer to automatically
add images to reflect the semantic content of words to no
marked images. Tt is the key to achieve the image semantic
retrieval research in the field of image retrieval.

Nie et al. (2010a) defined feature selection that
selected the most effective feature from a subset in order
to reduce the dimension of the feature space. Whether the
samples contain unrelated or redundant nformation
directly affect the performance of the classifier, so
research on effective method of feature selecting 1s very
unportant. Ye et al. (2013) proposed that data miung
K-means algorithm was a similarity measure between
samples based on indirect clustering method. From
the perspective of improving the prediction accuracy,
Tohn and Kohavi (1994) defined feature selection was the
process which could increase classification accuracy
and reduce the characteristic dimension. The defimtion
(Dash and Liu, 1997) have provided is to select a feature
subset as small as possible.

According to available labeled training data,
supervised feature selection 1s able to select
discrimiative features by using the correlation between
labels and features. Duda et al. (2001) introduced the
Fisher Score (FISHER) is a traditional algorithm used
supervised feature selection. However, FISHER computes
the weights of each feature and then selects features one
by one. The algorithm would neglect the useful
information of the association between different features.
Wu et al. (2010) proposed another algorithm overcomes
the shortage of selecting features individually. In
unsupervised areas, there i1s no tag information can be
directly used, so it is difficult to choose the discriminant
features. Semi-supervised feature selection is increasing
used in many applications both labeled and unlabeled
data.

Sparsity-based featwre selection can reduce the
characteristic dimension was proposed by Zhao et al
(2010), Yang et al (2011) and Yuan et al (2012) also
proposed a method to discriminating featires with
sparsity. Feng et af. (2013) proposed mfrared and visible
image fusion method based on sparsity which obtained a
clear picture. Jiang and Li (2013) proposed semantic
annotation similarity to improve and match services.
Zhu et al. (2003) proposed using Gaussian fields to solve
semi-supervised learning problems. Cohen er al. (2004)
proposed semi-supervised learmng method can reduce
manual labor and learn the data structure utilized
unlabeled data. The Structural Feature Selection with
Sparsity (SF33) exploiting the feature correlation which
combines the strengths of semi-supervised learning
and joint feature selection. The method 1s suitable for
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real-world multimedia understanding applications and
the the characteristic of
multimedia data and the computational efficiency.

SFSS showed a good performance for multi-label

considers labeling cost,

classification in image annotation. This study amms to
anmotate the multi-label 1mage exploiting adaptive
threshold determination based on SF3S. The general
analyzing process of the study in Fig. 1.

The study is geared towards better image annotation
performance by exploiting feature selection. In this
section, this study briefly reviews the research on feature
selection and semi-supervised learning.

It 1s an effective tool in machine leaming. Feature
selection 15 one of the key problems of pattem
recogmtion, it results a direct mpact on classifier
accuracy and generalization performance.

Feature selection 15 a process to select the most
effective feature from a set of feature so that it can reduce
the dimension of feature space. A good training 1s the key
to leaming sample classifier for pattern recognition
system. Sample will affect the performance of classifier if

the sample contains irrelevant or redundant information.
Thus, it i1s heavy going of effective feature selection
methods.

In the literature, there are a lot of feature extraction
algorithms. Some typical methods such as FISHER
discriminant which the basic idea 1s the projection, k
groups and the p-dimensional data 1s projected to a
direction, so that they are separated as far as possible in
the projection between the groups. Although these
algorithms typically have a good performance, but it also
has some drawbacks. First, it calculates too much data
and selects most discriminative feature from each feature
individually. Second, calculation is costly when they
evalueate features one by one.

In order teo mnprove the method of classification,
Ma et al. (2012a) proposed sparsity-based feature
selection methods. In a lot about the sparse method,
L2,1 regularization based  algorithim  has
obtained more and more people interested in. Since,
1.2,1 nomm regularization has some challenges because of
non-smoothness for solving the optimization problems.
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Nie et al. (2010b) proposed a method via T.21-norm
minimization to select feature with efficiently and robustly.

Linear regression 1s a classical statistical analysis
method which can find a relationship between the two
variables and hope to get a mathematical model fitting
system using the observed data. Therefore, a linear
regression model 1s a reasonable and effective methed for
multi-label classification. This study establishes a
mathematical model using linear regression method
regression is:

Y =X"W+1,b" (1)
where, XcR>" are the training data, YeR™ are the class
labels accordingly. WeR"™ is the projection matrix. LeR®
denotes a column vector with all its n elements being 1.
beR™ is the bias term. d is the dimension of the original
feature, n is the number of the training data and ¢ is the
number of concepts. W 1s the projection matrix to
correlate X with Y for feature selection.

The study aims to getthe W when X and Y is known.
So, the label of prediction will be obtained:
(2)

Y=X"W+1b"

where, X" is the test matrix and 11 is the number of testing
data.

The mamfold regularization method is leveraged in
many learning problem. Belkin et al. (2006) proposed the
mamfold regularization which exploits the geometry of the
marginal distribution. Nie et al. (2010a) proposed the
flexible manifold embedding which can make use of
labeled data effectively. Which the Flexible Manifold
Embedding (FME) named a fimction is F = X"W+1,b". The
number of parameters in W does not depend on the
number of samples. This function may be overstrict to fit
the data sample from a nonlinear manifold.

Adaptive threshold is used to deal with the problem
in many areas of the image. Such as the image 13 divided
using the threshold value. This study, threshold-based
segmentation, proposes the predicted label matrix is
judged by binarization to classify for each image.

Because of the value of label predicted 1s continuous,
the predictable results need to be discretized by setting a
threshold value to obtain a final class label. Therefore, the
threshold is a key issue in a multi-label classification
methods which directly affects the final classification
results.

This study proposes three methods of threshold.
There are Otsu thresholding method, find the minimum
number of the maximum and the method of averaging,
respectively.
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METHODS

Here, this study elaborates the approach about the
process of the algorithm.

Objective function: This study aims to construct a
projection matrix W to select feature which mostly related
to the concepts of the training data.

Construction the objective function is:

3

rrg\']J‘LlOSS(W) + YHW”u

where, loss (W) is the loss function and vy is a
regularization parameter. The definition of [[W||,; is:

d ©
Wl =22 2 @

Least square regression: It is a new type of multivariate
statistical data analysis method which is a major research
on multiple dependent variables regression modeling of
multiple independent variables. Tt can solve the problem
that the number of samples is less than the nmumber of
variables and good for classification. Ma et al. (2012b)
supposed that XeR*® indicate the training data, Y = R**
are the ground truth labels accordingly. Tt can solves the
following optimization preoblem using traditional least
square regression to obtain the projection matrix WeR™*
and the bias beR"

(5)

2
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Laplacian eigenmap (LE): It is a nonlinear dimensionality
reduction method and a kind of mamfold leaming
proposed by Belkin and Niyogi (2003). In the observation
space in close proximity of the two sample points mapped
to the low-dimensional space 1s also mn close proximity to
the principle according to LE. It defines a nearest
neighbor graph G to imitate and observe local topology
space sample pomts.

LE obtains the minimum loss function 1s to gain the
required output data which set as Y. Minimize the loss
function is defined as:

oY) = arg minY. 3" ((y, - ) K;) ©

i=1i=1

where, K is the weight matrix between x; and x; as:

L,
K, -
0,

%, and x; are k nearest neighbors

otherwise
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LE defines a Laplacian matrix through T, = D-K.
Where, D 1s a diagonal matrix of the equation:

D, - 2K,

1

The mimimization problem of loss function can be
simplified as:

arg min Y'LY )
Y'DY=1

Because Y = X"W+1_b" can be rewritten as:
arg min Tr(W XLX " W) (8)

Comnsequently, by applying Manifold Regularization
to the loss function in Eq. 3:

arg. min TrOW XLX W+ [[KTW + 1,b7 - Y|

W], )

where, Tr(.) denotes the trace operator. p and y are
regularization parameters.

The algorithm aims to obtain the optimal W which
affected by the ground truth Y unless all the traimng data
on the label have contributed. Therefore, this study
defines a predicted label matrix as F =[{f,, {,..., £]"eR™" for
all the training data in X. Consequently, the objective
function becomes:

arg min Tr(F'LF)+ Tr({F - Y) " U(F - Y})

. (10)
+y[W],, KW 1bT -

Otsu thresholding method: Tt was proposed on the basis
of the least squares method by Ostu. Suppose M be the
original gray level and n; is the number of pixels in the
gray level 1, normalized gray value:

(1

p -
M

The gray-scale is divided into two categories and let
t be split threshold. Probability of each column 1s:

13¢1):102-109, 2014
Average gray of each class are:
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Where:

t M1
uity=">"ixP, and p {t}= 3 ixP,
i

i=tH
Then the between-class variance 1s defined as:

0" = Wy Uo-pp) W, (- pr ) (12)

The between-class variance is the best segmentation
threshold value when loop from 1-M increments.

Find the minimum number of the maximum: [t1s a kmd of
adaptive threshold and can be used to test the labeled
sample. Y 18 known when X 15 trained sample in
unsupervised. Y = [y, Vi, Vol €10, 137 is the lable
matrix. Y, ndicate the jth datum of y,and Y, = 1 if x; s in
the jth class while Y;; = O otherwise.

M = [m,, m,,.., m ]eR" is the number of 1 in each
column form Y and ¥-=[%, %,...., %,I° is the predicted
matrix. 0 1s the number of test samples. Finding the
number of m; maximum numbers from §, then, among § to
find the minimum one is the threshold value of jth class.

The threshold value is T, = inf E, E denotes the m,
maximum numbers from ¥.

Adaptive threshold of averaging: This 1s a very high
accuracy rate algorithm in this study. There are i numbers
in the jth datum of ¥ =[¥,, ¥,,..., 9.]" and to calculate the
average number n of column j. The jth average is the

threshold value of jth class. The threshold value T, 1s:

Z:i, (13)

n

T =

1

The final new prediction label 1s:

r
s
I

-

(14)

=

s

A
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Where:
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RESULTS

Here, this study tests the performance of SFSS. There
are three experiments about the selected feature of image
annotation performance.

Experimental datasets: There are two datasets
MSRA-MM 2.0 and NUS-WIDE are used mn this study.
The following is a brief description of the two datasets:

NUS-WIDE: The dataset is a web image dataset
created by Lab for Media Search m National
University of Singapore. The dataset includes
269,648 images and the associated tags from Flickr,
with a total number of 5,018 unique tags. six types of
low-level features extracted from these images
mclude (1) 64-D color histogram, (2) 144-D color
correlogram, (3) 73-D edge direction histogram,
(4) 128-D wavelet texture and (5) 225-D block-wise
color moments and 500-D bag of words based on
STFT descriptions. Ground-truth for 81 concepts that
can be used for evaluation The images are
represented by portfolio consists of HEdge Direction
Histogram, Color Correlogram and Wavelet Texture
MSRA-MM: The dataset consists of two parts of the
image and video. A total of 65,443 images include
68 concepts, each about 1,000 images. All images are
Microsoft's online collection, each image has a
related standard, namely: Very association,
association, not associated with the corresponding
three associated values are 2, 1, 0. For the image data,
the effective features include (1) 225D black-wise
color moment, (2) 64D HSV color histogram, (3) 256D
RGB color histogram, (4) 144D color correlogram
(5) 75D edge histogram, (6) 128D textures and (7) 7D
facial featwwres and so for each sample is
899-dimensional. Three feature types used in this
study, namely HEdge Direction Histogram, Color
Correlogram and Wavelet Texture

Compared algorithms: The study compares the
performance of FISHER algorithm. Tt is a ¢lassical method
and selects the most discriminative features by evaluating
the importance of each feature individually.

Experimental parameters: In the experiments, researchers
must adjust two types of parameters. K is a parameter
which defines the K nearest neighbor 13 used m the
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calculation LE and fixed it at 15. The other one is the
regularization parameters which are represented as p and
v in Eq. 9. The study tunes them from {107,107, 107", 1,
10, 10°, 10"} and report the best results.

This study use Mean Average Precision (MAP) as
the evaluation metric to evaluate the classification
performance.

Experimental datasets: This study selects six different
percentages which are labeled sample proportion of the
total sample. Specific details of the settings in Table 1.

For semi-supervised training: This study selects some
samples with labeled and unlabeled to experiment in the
case of semi-supervised. The results can be seen about
the SFSS performance changes.

The performance comparison SF3S and FISHER
shows in Fig. 2. The following observations from the
experimental results (1) Classification performance is
improved with the labeled increase in the proportion of
the training data, (2) SFSS classification performance is
much higher than FISHER and (3) Performance will
increase rapidly when the training sample accounted for
50%.

Select features performance: This experiment was to test
the performance and the calculated validity about SFSS
selected featwres in the case of supervised for the two
image datasets.

Figure 3 shows the performance variation w.r.t the
number of selected features m terms of MAP. The
observations can be found from the experimental result
(1) The MAP 1s the lowest when the number of selected
features 1is too small, (2) MAP increases as the number of
selected features increases, (3) MAP is growing quickly
along with the growing number of selected features and
(4) MAP largest position in the number of features that all
feature.

Prediction accuracy of the label: Using three different
threshold methods for prediction accuracy of labels for
different samples judgment unsupervised. The
observations are found in the Fig. 4. (1) Ostu threshold
method has the highest accuracy rate in the NUS-WIDE,

Table 1: Settings of the training sets which generated consisting of n
sarmp les from NUS-WIDE and MSRA-MM

Parameter Size (n» Labeled (m)* (%0
NUS-WIDE 3000 1, 5,10, 25, 50, 100
MSRA-MM 3000 1, 5,10, 25, 50, 100

a: Note that the size is the No. of samples, b: Note that labeled percentage
is the percentage of labeled images in the samples
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(2) Averaging threshold method is the highest accuracy
rate in the MSRA-MM, (3) Both Ostu and averaging
of the accuracy are very stable and little variation and
(4) Overall, the average threshold method is the best

because of high accuracy and high stability.
CONCLUSION

In this study, researchers propose a featire selection
method and appliy it into image annotation. The method
takes advantage of manifold regularization, joint feature
selection with sparsity and transductive classification.
Optimization algorithms have been proposed to solve the
non-smoothness of the objective function and be applied
to image annotation with good performance. The results
of experiment have demonstrated that the method of this
study outperforms the FISHER algorithms and the
average threshold method 1s the best for high accuracy
and stability.
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