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Abstract: Based on the multivariate state estimation, a new condition monitoring methods for the generator set
1s presented to reduce the maintenance costs of power generation equipment. A new and improved matrix in
memory is given. It can achieve a good coverage of the normal operation status of the milling system. When
there is a large difference between the estimated value and the actual measurement value, the existence of the
fault is indicated. Sliding window residual statistical methods is used to analyze the residuals. When the
residual trend 1s beyond the set threshold value, the system generates the warnimng. The real-time data of power
plant is used to verify the method. The simulation results show that this method can achieve early failure

warning effectively.
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INTRODUCTION

Early-warming equipment in thermal power plants can
timely find out the abnormal and lidden trouble of
equipment operation. Repair before failuwe can
significantly reduce the economic losses caused by the
failure and has a strong engineering value.

In this study, the fault early warming method of
milling system of thermal power plant has been
researched, which is a modeling method based on
Multivariate State Estimation Techmiques (MSET)
(Gross et al, 1997). MSET 1s a advanced pattemn
recognition technology by measuring the similarity
between the signals in the normal operating range in order
to complete the state estimate. According to the historical
data, the normal operation state is used to establish the
relationship between the various parameters in the
definition of the system’s normal state. The running state
data of nonlinear milling system 1is indicated by the data
of the sensor signal directly or indirectly. Despite the
state vector is not necessarily linearly independent but it
has a certain degree of correlation with the progress or
occurrence of physical processes (Bockhorst ef af., 1998).
After the establishment of the model, for every new
observations of the milling system, MSET estimates the
true state of the system by learning state model. The
estimated state 1s calculated by using a weighted
combination between a learning state and weights state 1s
determined by each leaming mode overlap degree or
similarity (Cheng and Pecht, 2007). By sliding window
residuals statistical methods, the changes in the residual

statistical characteristics is detected and analysed.
Early-warning is taken, when the residual cuve exceeds

a threshold value set mterval.
MILLING SYSTEM

The pulverizing system can be divided mto two kinds
of parts: pulverizing system and intermediate storage
bunker system. The pulverizing amount of the pulverizing
system at any time must be equal to the boiler fuel
consumption, which 1s changed as the boiler load
changes. Pulverizing system can be divided into positive
pressure system and negative pressure system. Currently,
the majority of domestic power plants using positive
pressure pulverizing system and this paper studies this
type of milling system.

In the positive pressure pulverizing system, primary
air 1s divided into hot air and cold air, which are mixed for
the proper temperature after each adjustment baffle mnto
the coal mill (Hong-Yu et al.,, 2003). Raw coal from the coal
feeder coal chute gose into the coal mill grinding bowls
central parts to be crushed by the grinding roller. The
crushed coal 15 dried and blown into separator by hot air
(Ling-Tao et al., 2002). Qualified coal 1s fed directly mto
four corners of the burner through the four pulverized
coal tube of the classifier exports; failed pulverized coal is
returned to the grinding bowl to be crushed agamn. Four
pulverized coal pipes are equipped with the outlet valve
to prevent the furnace temperature flue gas from flowing
backward into the coal mill by closing the valve. The
milling system works 13 shown m Fig. 1. Smee this milling
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Fig. 1(a-d). Pulverizing system schematic, 1: Coal feeder,
2: Classifier, 3: Coal mill and 4: Sealed fan

system barotropic rur, two high-pressure centrifugal seal
fan 13 set up for sealing by above 9 kPa air, which 1s sent
to the milling system equipment rotating parts
(Quan-Gui et al., 2008).

Common faults in pulverizing system are that: coal
mill full of coal, blocking coal, off the coal, spontaneous
combustion in coal mills; the primary air duct blockage. In
this paper, mill full coal is studied.

The reasons of coal pulverizer full coal are that:
ill-monitoring of operating personnel, the large amount of
given coal; the small amount of primary air; speed control
devices malfunction, abnormal increase of coal feeder
speed; too large coal gate open. Usually full coal fault can
be judged from the following phenomenon: the full coal
pulverizer current; the abnormal reduce of coal mill export
wind temperature; the coal mill hot air baffle opening with
a decrease in air volume; the amount of coal mill slag
increasing with the almost all the coal powder mn slag tank.

The condition of the milling system parameters 1s
reflected: coal mill output, coal mill current, the amount of
primary air, the temperature of the separator, coal mill
hydraulic system variable residual loading; coal mill
hydraulic system variable residual loading ascension, etc.
These parameters can be used to model the pulverizing
system to achieve the failure warming.

METHOD OF FATLURE WARNING
BASED ON MSET

MSET-based early warmng systems include two
parts of the state estimation and fault detection.

State estimation: The state estimation is the normal
operating state of the stored and current observation to
compare and calculate an estimate of the current state
of the system. The overall data within the operating
range of a physical process can be expressed mn matrix
form, among them the columns of the matrix vector
represents the measured results of a particular state.
If overall data has m states and each state is
represented by the monitoring process of the n variable

data is measured of the variable i at the time point at.
Storage matrix is defined by the sample data matrix:

d1,1 d’l,m X))  ox(t)
D= . S : ()

dy e | [xa) . x)

The traiming process of MSET comprises to collect
enough historical operational observation data system
under normal operating conditions, so that the process
storage matrix may cover the full dynamic range of normal
operation of system (Cassidy et al, 2002). Once the
process memory matrix 1s created, MSET can be used for
the dynamic behavior of the system estimates. X,
represents the observation vector that was observed of
the system at each time point. Comparing the operating
state of the current observation and storage, MSET
calculate the state estimation X, (Singer et al., 1997):

Xest - D'(DT®D)71'(DT®XDIJS) (2)

When the process is normal, the new MSET input
observation vector is located mn process memory matrix
represents the normal work of the space mside and 1s
close to D matrix of some historical observation vector, so
that the estimate of the corresponding MSET has a high
precision (Hines and Usynin, 2005). When hidden faults
appear, due to dynamic characteristics change, input
observation vector will deviate from normal working
space. From D matrix historical observation vector
combination cannot construct the corresponding accurate
estimate. Tt makes the estimation precision drop and the
residual between observation and estimate increase
(Black et al., 1998).

There are two key areas in the state estimation: the
generation of the collected hustorical observation vector
K and the construction of process memory matrix D.
Historical data should meet the following requirements,
which 18 used to generate a collection of historical
observation vector K. covering a long enough period of
runmng time; each data expressing a normal state of the
device object; while it meets each variable n each group
sampled value, the sampled value must be in the same
moment. Process memory matrix 13 constructed, MSET
should select some special status point from historical
observation vector collection. These must include the
maximum and mimmum values of each of the variables in
the systemm firstly, because these wvalues are a
manifestation of a special state of the system and then
use the same pitch selected other data.

Failure detection: Sliding window residual statistical
method 1s used in fault detection. In many statistical test
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methods, sliding window residual statistics can
continuously reflect the change of residual distribution
characteristics and the fastest makes system variable be
normal or not decision.

When the system 13 working properly, MSET
estimation accuracy 1s very high. The mean of the
estimated residuals is close to zero and standard deviation
is smaller. When the system occurs to failure hidden
danger, the work characteristics change.

The observation vector set 1s taken as the MSET
model's input, the estimated output of observation vector
collection and the residual series are calculated. Using a
sliding window statistical method, the residual continuous
real-time mean 1s calculated from the residual sequence. If
residual mean absolute value maximum of identification

sequences 15 noted as E, threshold standard of
equipment fault symptoms diagnosis 1s:
Ev = j:klEv (3)
Sv = j:klsv (4)

In the equation, according to the 1dentified operation
experience and can be made by the field operator. When
using the non-parametric model to estimate the input,
there is a certain uncertainty. For simplicity, it is supposed
that residual obeys the mean and variance of unknown
normal distribution. In the calculation of the shding
window residual series m which the mean and standard
deviation, which need to give confidence for the mean
and standard deviation of the confidence interval
Residual series for the unknown population mean and
variance of the normal distribution, the confidence
mterval of the mean and standard deviation confidence

are that:

P
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where, N, X, and 3, are the width of the sliding window,
the mean and standard deviation;, andare t-distribution
and y° the distribution of ¢/2 sub-sites.

J?ﬁixz N-1) | \/xfﬂxtz(N -1

MILLING SYSTEM MODELING

According to the real time data structure process storage
matrix: In this study, the studies data was from a
domestic power plant, using direct blowing pulverizing
system. The observed vector includes that:

. 1 coal mill output (T/H)

. 1 coal mill current (A)

. 1 coal mill the amount of primary air (x10"Nm*/4)
. 1 coal mill the temperatwre of the end of the
separator (°C)

No. 1 coal mill hydraulic system variable residual
loading (MPa)

No. 1 coal mill hydraulic system variable residual
loading ascension (MPa)

These observation vectors are used to model. The
operation data of the umit from 2011/06/29 to 2011/07/08 is
selected and the data (a total of 120 sets of data) from
00:00 to 22:00 h is sampled in every two howrs. This period
is normal operation state. The real-time data is shown in
Fig. 2.
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Fig. 2: Real-time data map
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According to the real time data, state estimation is
taken to get process storage matrix D. Each column of the
process of the memory matrix is the operational
representative state of the system. Process memory matrix
is constructed, MSET should select some special status
point from historical observation vector collection. These
must include the maximum and mimmum values of each of
the variables in the system first. Because these values are
a mamfestation of a special state of the system. A detailed
description 1s as follows. For a system or a process, every
relevant variables between (0, 1) 13 divided mto h parts. In
1/h step, several observation vectors are searched out to
jomn matrix D from the set of K. The method of adding the
observation vector in the process matrix D is shown in
Fig. 3. After constructing the process memory matrix, the
state estimation is conducted.

Fig. 3: Construction process memory matrix D

Goge] —

State estimation: The running state of the current
observation X, and storage 1s compared to calculate an
estimate of the current state of the system X, The
parameters are shown in Fig. 4, which is taken from the
normalized residuals of the statistical properties of the
sliding window. Here sliding window width is set to
n=e6.

The residual maximums of parameters are calculated:
coal mill output E, = 0.078, coal mill current E, = 0.068,
primary air flow B, = 0.1, the temperature of the end of the
separator B, = 0.029, coal mill hydraulic system variable
residual loading E, = 0.033, coal mill hydraulic system
variable residual leading ascension E, = 0.08.

The residual of pulverizer’s current before normalized
is counted by using sliding window. The width of the
sliding window is set as n = 6. The result is shown in
Fig. 5.

After running, the maximum absolute value of the
coal pulverizer current residuals mean is 3.1 A. Equipment
failure signs diagnostic threshold standard as. Based on
the operating experience of our definition of article is 2, so
the coal mill current threshold is 6.2A.

Predictive failure: As a result of the full coal failure, the
current of the coal mill has an upward trend, so it is
necessary to observe and estimate the current. Figure 6 1s
fault current of estimate and observation value contrast
diagram.

Using the sliding window residuals statistical to
process and simulate these failure residuals and the width
of the sliding window is set to N = 6.The statistical
characteristics of their corresponding residual sliding
window is shown in Fig. 7.
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Fig. 4: Residual sliding window statistical properties
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model. When there is equipment failure risk, the residual
distribution characteristics of the MSET model estimates
change. According to the residuals trend, with the set
threshold compared to achieve the early failure warmng.
Full of coal failure analysis, the method is able to detect
abnormal changes in the working condition of the milling
system, to verify the effectiveness of the method.
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