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Abstract: Ubiquitous m-network caching 1s one of the key aspects of Content-centric Networking (CCN) which
has recently received widespread research interest. At present, researchers usually use Leave Copy Everywhere
(LCE) strategy as the cache decision strategy by default. Experimental investigation shows that I.CE apparently
is not a good choice because it does not effectively distinguish the importance of nodes on content delivery
path. By learning from the advantages of some existing basic cache decision strategies, a new cache decision
strategy which called Content Gradually Tend to Important Node (CGTIN), is proposed n this study. CGTIN
is a cache decision strategy who tries its best to push more popular contents to more important nodes and
extend the survival time of these more popular contents. Tn order to test the performance of CGTIN, programs
of 4-level bmary tree topology are developed by MATLAB. Simulation results show that while compared to
LCE, both the SSHP and AHD of CGTIN has an apparent decline while compared to MCD, the SSHP of CGTIN
has an apparent degradation and the AHD of CGTIN is exact same when not considering the class of CCN

content.
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INTRODUCTION

Content-centric Networks (CCN) has recently
attracted sigmificant attention, with various research
initiatives and targeting this emerging. CCN is proposed
by Palo Alto Research Center (JTacobson et al., 2009). In
fact, cache strategy 1s a hot research area in CCN. CCN
node can cache any content that go through 1t.

At present, researchers usually use Least Recently
Used (LRU) strategy as the cache replacement strategy
and Leave Copy Everywhere (LCE) strategy as the cache
decision strategy by default. Noticing that LCE 1s not a
very good choice, many researchers have been working
on the study of new cache decision strategies. Besides
LCE, there are still some basic cache decision strategies.
Leave Copy Down (LCD) is a strategy that a new copy of
the requested object is cached only at the cache that
below the location of the hit on the path to the requesting
client. Similar to LCD, Move Copy Down (MCD) 1s a
strategy that moving the copy of the requested object
from the cache where the hit occurred to its underlying
cache. And Leave Copy Probability (I.CP) is a strategy
that the copy of the requested object may be cached with
a probability p at mtermediate CCN nodes.

Researchers have more contributions on this field.
For example, unlike universal caching, some researchers
propose a cache strategy which the copy of the requested

object is cached only at the cache having the highest
probability for a cache lut on the content delivery path
(Chai et al., 2012). A cache scheme named ProbCache has
been proposed to reduce caching redundancy. This
scheme 15 based on caching capability of paths and
weight-based caching and the copy of the requested
object may be cached with a calculated probability value
at the nodes of the delivery path (Psaras et al., 2012). An
age-based cooperative cache scheme has been proposed
to reduce network delay and publisher load, in which the
age of a replica 1s related to the popular and the location
of thus replica (Ming et af., 2012). To evaluate the Iut rates
in a two-layer topology, fowr main types of content,
including web, file sharing, user generated content and
video on demand have been considered (Fricker et o,
2012).

By learming from the advantages of some existing
basic cache decision strategies, a new cache decision
strategy whuch called Content Gradually Tend to
Important Nodes (CGTIN), has been proposed in this
study. CGTIN 1s a cache decision strategy who tries its
best to push more popular contents to more important
nodes and extend the swrvival time of these more popular
contents. In order to test the performance of CGTIN,
programs of 4-level binary tree topology have been
developed by MATLAB. Simulation results show that
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while compared to LCE, both the SSHP and AHD of
CGTIN has an apparent degradation; while compared to
MCD, the SSHP of CGTIN has an apparent degradation
and the AHD of CGTIN i1s exact same when not
considering the class of CCN content.

CACHE DECISION STRATEGY IN CCN

Scenario description: Tn this study, CGTIN strategy is
suitable for any network topology. In order to facilitate
explanation and understanding, a m-level k-ary tree
topology 1s used for analysis (Fig. 1). As shown m Fig. 2,
it is a content delivery path selected from the m-level k-ary
tree which has been marked by the red dotted line in
Fig. 1.

CGTIN strategy: Based on the discussion above, it is
assumed that the flow rate of all nodes in the network
have been pre-calculated by network management system
and stored mto every user. Now a new cache decision
strategy is proposed, specifically as follows: as shown in
Fig. 2, a cache hit is recorded for a request finding a
matching content along the content delivery path.
Otherwise, a cache miss is recorded. (1) Previously, each
user obtains the flow rate of all nodes on this content
delivery path and computes the importance of each node.
(2) When a content client initiates a content delivery, the
request message records the importance of all the nodes
of the content delivery path. Tt may be inserted into
the request packet header and copied onto the content

| Source server

Request 1

R3 RI  User (1)

Fig. 2: Content delivery path
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messages during the data transmission at the server. (3)
If a cache hit occurs on an intermediate node and this
node 1s the most mmportant on content delivery path,
this content copy will be marked as recently used and
not cached at other nodes. Otherwise, if this node is not
the most important on content delivery path, the
content copy will be removed from this node and only
pushed to the node which 1s just more important
than this node for one level. (4) What’s more, if the
requiring content is achieved at server, the
content copy will be cached at the least important
node. The flow chart of CGTIN 1s depicted by Fig. 3.
However, how to reasonably select these important nodes
enable to improve the performance of the CCN is a key
problem.

source

Importance of node: Because the importance of node is a
key problem in this study, it will be discussed in this
section. In a fixed network topology, the flow rate
{content request rate) of the node will be changed with
the difference of cache strategy. Tt is agreed that the
importance of the node is closely related to its flow rate.
Some important nodes may be intentionally looked for in
the network and the more popular content can be cached
in these nodes as much as possible, the less popular
content in less important nodes. If the more popular
content have been cached in these important nodes,
whose content request rate are high, 1t will be helpful to
improve the cache hit probability, especially in a network
topology that each cache capacity is far less than the total
number of chunks mn source server. It is supposed that the
importance of a node 1s influenced by such factors,
including the property of other nodes in the network,

A user generates
a request

A
This request records
nodes importence of the
content delivery path

The content copy
will be cached at the
least important node

The content copy will
be removed from this
node and only pushed
to the node who is just
more important than
this node for one level

This node is the most
important on content
delivery path?

This content copy will be marked as
recently used and not cached at other nodes

Fig. 3: Flow chart of CGTIN
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visiting users’ munber, the content request rate generated
by each user and the distance of this node to each
visiting user.

As shown in Fig. 2, a request generated by user (1)
will search the content along the content delivery path
directed to source server in the network. If the content
cannot be acquired at the intermediate nodes, it will be
acquired at the source server. Now 1t 1s assumed that: (1)
Content delivery path has n nodes, Router Ri is 1 hops
from users; (2) The capacity of Router Ri is h(i), the umt
1s chunk, each chunk have the same size; (3) There are m
files in the source server, each file has N(i) chunks, so the
total number of chunks in the source server is:

i NGi)

(4) At initial stage, each node is full caching by randomly
selecting chunks from sowce server; (5) Zipsf
distribution 1s used to represent the request popularity in
the first layer and g, represents the request probability of
class k content in the first layer, that is q, = ¢/K* Here, c>0
and a represents the concentration of content popularity
distribution. The content is divided into K classes by
popularity. (6) p; represents the hit probability of this
request in Router Ri, p; (k) represents the cache hit
probability of class k content in i layer, A; represents the
content request rate of user(j) and Ri (A;) represents the
part of content request rate m Router R1 which 13 caused
by user(j). Based on the above assumptions, p; (k) may be
gotby Eq. 1:

h(i)

Z N

pik) = (1)

Then, p; can be calculated by Eq. 2:
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After p, is calculated, p, will be got by Eq. 3:

h¢2)
iN(i)

p,=U-p)* (3)

While p, and p, are calculated, p, will be got by Eq. 4:
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h(3
pgz(l—p,—pz)*# (4
> N
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And so on, p; will be got by Eq. 5:
he
o i o (5)
> N
i=1
Therefore, Ri(4,) will be got by Eq. &:
Ri(h,) = A, *(1 —ips) (6)
s=l

However, the content request rate of each node 1n the
network is caused by one or more users. If there are 1
users visiting router Ri in the network, the complete
content request rate (flow rate) in router Ri will be got by
Eq 7:

flow(Ri) = ﬁ RiA,) )

=1

As there are n nodes on content delivery path, the
importance of each node may be acquired by Eq. 8:

flow(R,)

2R
=1

Important (R;) =

(8)

SIMULATION AND PERFORMANCE ANALYSIS

Simulation tool and performance indicators: For testing
the performance of CGTIN, programs are developed by
MATLAB. SSHP, (Source Server Hit Probability of class
k content) and AHD, (Average Hit Distance of class k
content) are used as performance indicators which are
defined as Eq. 9 and 10. Here p,(k) represents the cache
hit probability of class k content in 1 layer when CGTIN 1s
adopted.

SSHP, =1- 3 p, (k) ()

o=

AHDk:zL:Q"P;(k)+(L+1)*SSHPk (10)

g=1

In order to show the superiority of CGTIN, the
existing basic cache decision strategies L.CE and MCD are
used to compare with it and LRUT (Teast Recently Used)
are umformly used as the cache replacement strategy. The
reasons of selecting L.CE and MCD are that: (1) At present
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L.CE is the mainstream cache decision strategy of CCN. (2)
MCD 1s a decision strategy that when a cache hit occurs
at q level, the content copy will be removed from this
cache and only pushed to the cache of next hop node
which is closer to users. MCD 1s similar to CGTIN to some
extent.

Simulation results and the analysis of basic indicators:
Most of simulation parameters come from the study
“Impact of traffic mix on caching performance in a
content-centric network™ (Fricker et al., 2012). A 4-level
binary tree of 14 nodes in total is used as the topology;
the root node represents the server node and requests are
enabled to come from the last levels of the tree and
individual users are assumed not connected to backbone
network routers; the exponent of the Zipf distribution of
content popularity 1s set to 0.8; the total mumber of
content files of CCN 1s M = 40000, divided into K = 400
classes by popularity; each class contains m 100
content files; each content file is 100 M and splites into
chunks of 100 kB; The requests come from each user
submit to Poisson distribution with parameter as 4, = 40
content sec™’; the size of cache is set to C = 2 GB at each
cache. A total of 1000,000,000 requests are generated to
allow enough time for the system to reach a steady state.

This simulation costs approximately 53 h. Figure 4 and 5
show the SSHP and AHD of the first ten classes CCN
content while the cache decision strategy 1s LCE, MCD
and CGTIN, respectively.

Conclusions can be got from Fig. 4 and 5. (1)
Compared to LCE and MCD, the SSHP of CGTIN has an
apparent decline and with the increase of content
popularity, 1t decreases even more obviously. That 1s
because the more popular contents will tend to the more
important nodes step by step on CGTIN, so that it is more
conducive to the realization for the rational allocation of
the limited CCN cache resowrces in network. Actually, the
simulation numerical results indicates that when compared
to LCE and MCD, the cache hit probability at medial
nodes of CGTIN increases 146.8 and 57.3%, respectively.
(2) Compared to LCE, the AHD of CGTIN has an apparent
decline and with the increase of content popularity, it
decreases even more obviously. While compared to MCD,
the first class of AHD of CGTIN increases some, the
second and third classes is the same and from the fourth
class, it decreases. That is because the more popular
contents will tend to the more important nodes step by
step on CGTIN while the more popular contents will just
tend to users step by step on MCD. In this 4-level binary
tree topology, the most important nodes are not closest to
users, leading to the mcreasing of the first class of AHD
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Fig. 5. Source server hit probability comparison of
LCE/MCD/CGTIN from the first class to the tenth
class CCN content

of CGTIN. Actually, the simulation numerical results
shows that, when not considering the class of CCN, the
AHD of MCD and CGTIN are exact same.

CONCLUSION

Ubiquitous n-network caching 13 one of the key
aspects of content-centric networking which has recently
received widespread research interest. The cache decision
strategy 1s one of the core 1ssues of the CCN studying. By
learning from the advantages of some exiting basic cache
decision strategies, a new cache decision strategy CGTIN
is proposed. CGTIN is a cache decision strategy who tries
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its best to push more popular contents to more important
nodes and extend the swvival time of these more popular
contents. Then it 13 tested by developing programs of
4-level binary tree topology on MATLAB. Sunulation
results show that while compared to .CE, both the SSHP
and AHD of CGTIN has an apparent decline while
compared to MCD, the SSHP of CGTIN has an apparent
decline and the AHD of CGTIN are exact same when not
considering the class of CCN.

In this study, a method to measwre the importance of
nodes on content delivery path 13 designed and a new
cache decision strategy CGTIN 1s proposed. But the best
distribution of important nodes on a sufficiently complex
network is not further considered. Tt is expected that more
success on similar directions of CCN research field will be
achieved.
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