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Abstract: Many researchers have devoted ther works toward improving the effect of recommendation
algorithms. Here a new method is introduced to recommend information to users based on the Improved
Similarity Model (ISM). Through the use of the well-known data set MovieLens as test data, the experiments
testify that this method has a good effect on recommendation than other methods. The method can achieve the
optimal value when the parameter in the ISM formula equals to a special value. By comparing the TSM model
with several traditional models, the results show that the ISM model always has best recommendation effect
i different test criteria fields. This model can sigmficantly outperforms tradittional models by not only
enhancing recommendation accuracy but also improving recommendation diversity and giving more

persenalized recommendations.
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INTRODUCTION

With the further development of the internet, lots of
applications appear and the network becomes more
and more intelligent (Albert and Barabasi, 2002
Newman, 2003; Boccaletti et al., 2006, Zhang and Zeng,
2012). Many applications online can recommend objects
to users according to the past browsing behavior made
by users (Lu and Zhou 2011; Sarukkai, 2000,
Liben-Nowell and Kleinberg, 2007; Clauset et af., 2008).
For example, the biggest online seller Amazon, who can
now not enly sell kinds of commodities for users, but also
recommend some goods to potential buyer (Billsus et af.,
2002). When people browse things on Amazon’s website,
it can record the browsing data of every user. Then it
recommends things to users according to some special
algorithms. Sometimes the recommendations are not
accurate, but usually users can get recommended things
which are they just want.

There are manly three approaches  for
recommendation: Content-based  recommendation,
physical filtering recommendation and collaborative
filtering recommendation. Content-based recommendation
does not need large number of past preference
information of users. It only relates with similar content of
objects, such as similar topics between two movies

(Pazzam and Billsus, 2007). However, this approach
cannot supply plenty of personalized recommendations
for users. Therefore, recently several efforts have been
devoted to designing better recommendation algorithms
based on physical filtering recommendations (Zhou et af .,
2007, ha et af, 2008, Liu and Deng, 2009). Some
researchers use heat spreading from physics to sunulate
information spreading between users and objects
(Qiu et al, 2011). Especially Zhou et al. (2008) do a lot of
work and propose Network-Based Inference (NBI) model
that can improve the recommendation effect in physical
filtering.

Most widely used recommendation method 1n
today’s online application is collaborative filtering
recommendation (Herlocker et al., 2004, Huang et al.,
2004). The principle of a collaborative filtering approach
1s the use of historical preferences, which are retrieved
from the browsing records or rating records of users.
According to a serial of links between users and objects,
a user-based collaborative approach finally can generate
a recommendation list of objects, which are sorted
descending by the sum of other wusers” ratings
(Wilson et al., 2003; Sarwar et al., 2001). The approach of
collaborative filtering 1s originally widely used in
commercial commodity recommendation such as Amazon
online, movie recommendation such as Netflix and video
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recommendation such as YouTube (Linden et al., 2003).
The core of collaborative filtering is similarity calculation.
Here a new model called Tmproved Similarity Model (ISM)
is proposed. Through widely testing this method by
mumbers of times of tests based on ten group data that
randomly sampled from Movie Len data set, the parameter
in the ISM formula can be fixed at an optimal value for the
best effect of recommendation. The experimental results
then demonstrate that the method based on ISM model
can remarkably improve the effects of recommendation
over other methods.

MATERIALS AND METHODS

Introduction of bipartite network: In a recommendation
system, the users, objects and links can form a network
usually called a bipartite network. Bipartite network is a
specialkind of networks, which can be seen as a graph
G (u, o, e). The graph contains users u = {u,, w,..., .},
objects 0 = {0,, 0,, ..., 0.} and links e = {e;: w.cu, o;c0}. A
link is drawn between 1, and o, if user i has collected
object j (when the rating is no less than 3 if the rating
scale is from 1-5). For example, a bipartite network with
three users and four objects is shown as follows.

In Fig. 1 user U, has linked objects O, and O, U, has
linked objects O, and O, and U, has linked objects O, and
0,. The topology of network between users and objects
can be described as a matrix:

1 0 1 0
c 1 1 0
10 01

This matrix M can describe the relation between
users and objects. The goal of a recommendation
algorithm 1s to “guess™ whether a user likes an object or
not. This guess is also called prediction, which can be
calculated by the topology matrix between users and
objects. Thus the matrix M can help to calculate pair wise
similarity between users. After calculating the similarity
based on similarity model, the recommendation of objects
can be got by most similar users. The process of
recommendation can be summarized as three steps listed
below:

(1)

M=

Step 1: To decide which pair of users has the largest
similarity, firstly calculate the similarity between
users. So, if there are n users, it will have ¢, user
pairs and need to calculate t so many times. This can
mathematically calculated to similarity model

Step 2: To recommend objects for any user, we need
to choose other users with similarity above the
threshold. The threshold is calculated by the average
value in similarity matrix S. Then a list of objects
linked can be got by these users
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Fig. 1: Links between users and objects in a bipartite
network

Step 3: After wiping off the objects in the list linked
by the target user (who 1s recommended), top L
objects from the list with descending order are
chosen and can be recommended to this user. These
objects are called recommendation list

Traditional similarity formulas: Firstly choose out mne
most widely used similarity formulas, then define x and y
as two arbitrary users in a bipartite network. Then set C(x)
and C(y) as the sets of objects linked by x and vy
respectively. k(x) and k(y) denote the degrees of user x
and y, respectively. Nine similarity formulas are showed
as follows:

Common Neighbors Model (CN):

(2)

Bimey (x,¥1=[C(x) M €|

Common neighbors” model 1s an easy way to
calculate the similarity between two users. Tt is motivated
by the idea that if user x and user y have more common
linked objects, they may have more similarity. Above |C
(x)NC (y)| measures the number of the overlap of objects
linked by user x and user y. The more number of common
linked objects by two users, the larger the similarity
between them.

Cosine similarity model (cosine):

et Ny

Sim gy, (x,¥) k(x)=k(v) ”

This also is called Salton index in some studys. Here
k(x) and k(y) indicate the degrees of user x and user y.
Similarity between them strongly depends on the number
of commonly linked objects by two users, but is inversely
proportional to the degrees of two users. This similarity
method 1s mostly used in many fields such as classifying
or clustering of documents data.
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Jaccard similarity model (Jaccard): The JTaccard model
measwres similarity between sample sets and is defined as
the size of the intersection divided by the size of the
union of the sample sets:

jcxne)

(bbbt ] 4
lcx)Uciy)]

By, (X, ¥) =

Sorensen similarity model (sorensen): This model is
usually used for ecological similarity. Tt is defined as:

. _lcenciy) 5
Sy, (X,¥) = 7}((}{) KT ( )
Hub Promoted model (HP):
. _Jency) 6
St 3 = k() ©

The HP methoed 1s similar with HD method. The only
difference 1s that this method considers the minimum of
degrees 1n the denorminator. So this method can get lugher
value than HD method.

Hub Depressed model (HD): Analogously to the above
HP method, use this method for comparing with HP
method. It1s defined as:

. _Jency)) 7
S 0= e (kG0 @
Leicht-Holme-Newman model (LHN):
. e ne) ]
SlmLHN(x,y)—m ( )
Adamic-Adar model (AA):
Sim,  (x.y) = . ©)

wecine logk,

In AA model and RA model above, z 1s the commeoen
neighbors linked by user x and user y. K, 1s the degree of
object z. The AA model and RA model have very similar
form. They both depress the nfluence of the high-degree
common neighbors. It means that at the same time
mncrease the effect of low-degree objects. The difference
between AA method and RA method 1s that the former
depresses the objects of high degree by logk, but the
latter d by k..

Resource Allocation model (RA):

Simg, (x,¥)= ki (10)

Z

ZeC{x)Cy)
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Improved similarity model: The Improved Similarity
Model (ISM) is motivated by the idea that if we can
calculate a similarity between two users, we may focus on
not only common linked objects but also comprehensive
factors:

_CeNCh) log' T,y
Txy)  kG)x<k@y)

(1)

Sim(x,y)

Above |C (x)NC (y)| measures the number of the
overlap of objects linked by user x and user y. I' (%, y)
stands for the number of totally linked objects by user x
and user y. The fraction |C(x)['C (y)| divided by I (x,y)
refers to how many percent of links in totally linked
objects. At the same time, Sim (x, y) 18 also proportional to
log'T" (x, y), but inversely proportional to the degrees of
two users. Inside it ¥ can be fixed for an optunal value by
experiments.

RESULTS AND DISCUSSION

Dataset: In order to test the proposed method, a
well-known data set called MovieLens 1s used. It 1s placed
online and can be downloaded from the following website:
http:/~www .grouplens.org. MovieLens has collected lots
of movies (which can be treated as objects n the bipartite
networks) and the ratings of them by a lot of users. In the
dataset each user gives any movie a rating from 1-5. If the
rating 1s not less than 3, then we can draw a link between
the user and the movie. All links in the dataset between
users and objects can form a bipartite network. This data
set contains 82,520 links between 943 users and 1682
objects.

Ten groups of data are randomly chosen from
MovieLens. In the dataset, each user chooses at least 20
objects. Each group of test data 1s 90/10% split mto
traimng set and test set. The length of recommendation
list 1s set to be L=10. Table 1 illustrates the basic statistics
of the data sets.

Each test data can be seen as a bipartite network.
The average network sparsity of the data sets 1s
5.83%.

Table 1: Basic statistics of the data sets

Data sets Users Objects Links Network sparsity (%0)
Test Date 1 454 1554 37598 5.33
Test Date 2 177 1393 14866 6.03
Test Date 3 235 1497 200622 5.86
Test Date 4 129 1298 10949 6.54
Test Date 5 320 1579 27120 5.37
Test Date 6 402 1555 34848 5.57
Test Date 7 3558 1546 32726 5.96
Test Date 8 283 1479 24944 5.96
Test Date 9 192 1431 16791 6.11
Test Date 10 221 1418 18138 5.79
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Criteria of recommendations: There are many criteria of
can be used for
measuring recommendation effect, such as precision,
recall, F-measure, ranking score and so on. Some of them
are used to evaluate the recommendation effect:

recommendations. Many mdices

Precision: When measuring the precision of
recommendation algorithm, we can use average

precision, which can usually be defined as follows:

pot &Y (12)
m

where, m means the number of users and L is the
recommendation list’s length (in the experiment,
L 10) stands for the number of correct
recommendations for user 1

Recall: The average of recall rate can usually be
defined as follows:

R= (13)

A=

4,
Nl

g~

i

where, m means the number of users and L is the
recommendation list’s length (in the experiment,
1. = 10). N, stands for the number of recommended
objects for useri in test set

Diversity: The diversity of recommendation list 1s a
very useful criterion to evaluate the recommendation
effect. Because the greater the diversity 1s, the more
personalized the recommendation algorithm gives. In
this study the average intra-user diversity is used as
the criterion of diversity of recommendation

First of all, calculate the similarity between two
objects of bipartite networks by:

(14)

Above the value of ¢ depends on that whether user
linked the object. If user u links object 1, then « equals to
1, otherwise ¢ equals to 0. k; and k; mean the degree of
object i and j, respectively. So, we can get the intra-user
diversity of any user by:

Ta-8) (15)

i

D=1 .
= LL-D

Then, we can get the diversity (average inter-user
diversity) finally as:
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Fig. 2: Precision rate with different gamma
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Fig. 3: Recall rate with different gamma
D=average(D,,,) = 1 > Do (16)
M et
The diversity D reflects the personalized of

recommendation result. The greater the diversity is the
higher novelty for any user’s recommendation.

Value of parameter in the similarity formula: To
determine the gamma in Eq. 11, many experiments can be
tested and then choose the optimal one. The relation
between gamma and precision and diversity can be
showed below.

Using ISM (improved similarity model) based on 10
groups of data (Table 1), the average of relation can be
got between precision and the parameter gamma as
shown in Fig. 2. We can also get the relation between
recall rate and the parameter gamma as shown in
Fig. 3. In this test, the length of recommendation list is 10
and the data 1s 90/10% split into tramning
test set.

set and

The figures above reveal the recommendation effect
of different gammas. From Fig. 2, we can see that the
largest value of precision when gamma 15 3. From Fig. 3,
we can see that the largest value of recall rate when
gamma 1s also 3. Thus, the parameter value of gamma 15 3
in Eq. 11. Then the recommendation can get the optimal
recommendation effect.
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Table 2: Comparison of different similarity models

Models Precision (%) Recall(%o) Diversity (%)
CN 11.4 9.9 44.1
Cosine 13.2 15.8 50.3
Jaccard 13.6 16.9 531
Sorensen 13.1 163 52.5
HP 11.5 109 47.6
HD 13.7 18.0 53.5
LHN 13.5 18.0 583
AA 30.70 50.67 22.7
RA 11.6 10.0 452
I8M 14.6 18.6 57.5

Table 3: Comparison of different lengths of recommendation list

Recommendation CN Cosine  Jaccard AA  I8M
Parameters lists (%) (%0) (%0) (%) (%)
Precision L=5 13.6 14.5 15.9 6.4 16.4
(%) 1=10 11.4 13.2 13.6 370 14.6
L=20 8.35 9.89 10.2 220 10.75
1=50 5.40 7.55 7.9 1.83 828
Diversity L=5 41.9 45.6 49.5 13.9 499
(%) 1=10 44.1 50.3 53.1 227 57.5
L=20 46.7 52.8 55.2 315 622
1=50 52.3 54.2 59.7 394 69.5

Comparisons: When the length of recommendation list 1s
10 with a 90/10% split of the data set, we can test the
recommendation effects of the model (ISM) and compare
this model with nine traditional models.

Table 2 displays that the ISM model has the best
precision and recall rate of recommendation. When
focusing on the precision of recommendation, the TSM
model mncreases 6.57% compared with the HD model,
which has the second-largest precision. When focusing
on the recall rate of recommendation, the ISM model
increases 3.3% compared with the HD and LHN models,
which have the second largest precision. In the field
of diversity, the ISM model also has a good
performance and 57.5% diversity, which means that it
can provide with personalized
recommendation.

Uusers

We test the recommendation effect of typical models

with the different lengths of recommendation list. As
Table 3 shows, the precision decreases when the T
mncreases. That means when recommending in a few list,
the results may have good performance; when in a large
list, the result decreases because more irrelative objects
can be included in the list. The diversity presents the
reverse effectt when L increases, the diversity of
recommendation also increases.
Discuss the threshold of similarity: In step 2
(stated previously), the threshold can be set at an average
value of all similarity. With the different threshold, the
final recommendation effects may change. Tf give a user
indexed by i, then we can sort the i-th row of the users’
simnilarity matrix 3. Then rank them in non-ascending order
to obtain the ranks of the other users:
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Fig. 4: Effects of different thresholds of similarity on the
recommendation precision
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Fig. 5: Effects of different thresholds of similarity on the
recommendation diversity
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Then, a parameter called lambda is introduced and
when rank 1s behind than the value of Axm, this object 1s
disposed. Among them m is the number of users. We can
get the new similarity matrix as:

g 8, whenr, <Axm (18)
0 otherwise

With different A (threshold of similarity), we
can draw Fig. 4 and 5 based on the average values of
data.

From Fig. 4, we can clearly see the increase of the
recommendation  precision  when  the threshold
see that ISM always has the
highest value when the threshold increases. From the
Fig. 5, the diversity 1s decreasing when the threshold 1s
increasing. In this situation, the ISM model is also the
highest among other models. The figuwres above reveal
that ISM has the best recommendation effect in the test of
precision and diversity even if with different threshold of
similarity.

increases. We also
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CONCLUSION

A network-based recommendation algorithm based
on the improved similarity model is proposed. Comparing
with other traditional similarity models, the ISM model has
the construction of considering not only common linked
objects but also comprehensive factors when calculating
the similarity between two users. In the ISM model, a
parameter denoted as gamma is introduced and the
algorithm can get the best recommendation effect when
gamma 1s fixed in an optimal value through a series of
experiments. When the parameter is fixed, the model has
an increases of 6.57% compared with the traditional HD
model when focusing on the precision of
recommendation. In the experiments, a parameter denoted
as lambda is introduced as the similarity threshold. The
threshold 1s useful to filters out low similarity in the
similarity matrix. When irrelative objects are deleted, the
model can improve the recommendation precision.
Through performing large numbers of experiments and
then demonstrate that the ISM model has the best
performance over other typical methods focused on the
precision, recall and diversity of recommendation.
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