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Abstract
Human action recognition has a widespread application in medical health, human-machine interaction, sports competition and similar.
In this study, the authors used the literature review method to introduce the standard sensors and corresponding methods used for
motion data collection and briefly described the general techniques for motion data preprocessing. Also, introduced the process for
extracting features of motion data and pointed out the research status of standard feature recognition methods as well as briefly
described their application status. Finally, the current problems related to the recognition features were discussed as well as those related
to future development. The future development may focus on hardware system optimization, model optimization and personalized
recognition.
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INTRODUCTION

Human action recognition is used to classify and
recognize specific motion types and motion modes of the
human body. It has a high research value and can be applied
in many fields. For example, it can be used for disease
diagnosis and health monitoring in medical health1,2, for
analyzing limb movement skills of athletes in sports3,4 and for
identification in security certification. Typical targets for
activity recognition include various daily motions of the
human body3, such as standing, walking, running, sitting and
similar5. At the same time, they also may involve some fine
movements, such as finger joint bending, etc.
The methods of human motion behaviour feature

recognition can be roughly divided into 2 categories: Machine
vision-based and sensor-based. The recognition based on
machine vision takes image processing technology as the core
to describe and recognize human behaviour in video
sequence frame by frame. The processing process is complex,
the amount of computation is large and it is easy to be
affected by environmental factors5. The sensor-based
recognition has the advantages of low cost, small size and not
easily affected by the environment. In this paper, the research
status of motion behaviour recognition based on sensors is
introduced in detail. Firstly, the mainstream methods of
motion data acquisition and processing are listed. Secondly,
the research status of motion behaviour  feature extraction
and feature recognition is introduced. Then, the application
status is briefly described. Finally, the existing problems and
future research directions are pointed out.
This study aimed to discuss trends in the current status of

sensor-based activity recognition list mainstream methods for
acquiring and processing data as well as introducing the
research status and prospects extraction and recognition of
activity features.

Acquisition and processing of motion data: The intuitive
manifestation of human action is the purposeful movement of
the limbs and trunk that can be characterized by the
observable movement parameters, such as human body
displacement, limb speed and acceleration, force distribution
on joints and surface electromyography, etc. Acceleration
sensors, pressure sensors and surface electromyography
devices are the 3 most commonly used sensors for acquiring
human movement data. In addition to those sensors, other
devices, such as a magnetometer, GPS, infrared sensors, cardio
tachometer, sphygmomanometer and baroreceptor2,6,7 can
also be used to acquire human movement data.

Acquisition of motion data
Motion data acquired by the acceleration sensor: The
acceleration sensor is an inertial sensor, which is the most
commonly used in the study of human action feature
recognition. With the continuous progress of MEMS
technology, multi-axis acceleration sensors are often used in
current research to collect acceleration data of human
movement. They can be installed or worn on the chest2, waist8,
wrist3,9, ankle joint3,10 and other positions of the human body
to measure the changes in the acceleration and angular
velocity of the corresponding parts. Also, acceleration data of
human body movement can be collected through
smartphones, smartwatches and other devices with built-in
acceleration sensors1,9,11.

Motion data acquired by the pressure sensor: The walking
gait is one of the aspects that attract much concern in
recognition of action features. The gait parameters include
stride length, stride frequency, oscillation duration, support
duration and similar12-14. In the study of gait, pressure sensors
are used to collect data on plantar pressure during walking.
Also, a pressure sensor can be installed in the plantar pedis of
an exoskeleton robot to measure the plantar reaction force.
Compared with a single-point pressure sensor, a pressure
sensor array can collect pressure data from larger areas to
obtain the pressure distribution on the stressing surface15-17.

Motion data acquired by surface electromyography: The
EMG is generated by superimposing the action potential of
multiple motor units in the muscles during limb movement,
which can reflect the activity of the muscles. The sEMG can be
acquired by pasting the electrode pads on the muscles and
using the corresponding EMG acquisition equipment18. The
sEMG acquisition device can be used to measure the muscle
movements of the upper and lower limbs19, which can then be
used to analyze the sequence of muscle movements and the
principle of limb movements. Besides, sEMG can also be used
to measure fine hand movements, which then can be used to
develop EMG-controlled prostheses20,21.

Motion data processing
Filtering: The filtering process is used to remove the noise
from the collected motion data, thus making the data more
realistic. For sensors that output analogue signals, filtering can
be directly achieved using hardware circuits. Analogic
acceleration sensors are susceptible to high-frequency noise,
for which hardware filtering can be applied using filtering
circuits, such as RC low-pass filter18 and Butterworth low-pass
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filter,  etc.  Median  filter 16  and  moving average  filter3  are 
2 commonly used digital filters that can smooth the original
data. Besides, the Kalman filter and digital Butterworth filter2,22

are also used in sensor filtering.

Data partition: Typically, only part of the large amount of
motion data collected by the sensors is of interest and needs
to be identified. A more straightforward data segmentation
method involves segmenting the data by sliding a fixed-
length data window along the motion data sequence
according to a certain overlap rate8,18,23-25. In actual research,
data can also be manually segmented according to specific
needs. Meanwhile, a more reasonable method is to segment
data using varying-length windows. The minimum amount  of 
data  required  to  identify  different  activities is 1st estimated,
which is then used as the window length for data
segmentation. Furthermore, a threshold can be set according
to the wavelet energy2 and acceleration amplitude3 exhibited
by the activities, to determine the start and end of the
activities and then to segment valid motion data.

Feature recognition methods
Abstraction of motion features: Generally, activity
recognition is performed after data features are extracted and
eigenvectors are constructed rather than directly using the
collected motion data. This can reduce the complexity of the
recognition model while improving the accuracy of
recognition.

Extraction of time-domain features: Common time-domain
features include meaning, standard deviation, root mean
square, extreme value, mean absolute value, zero-crossing
point and change of slope sign3-9,18,20,21. For a 3 axis
acceleration sensor, the signal vector magnitude is also a
commonly used time-domain feature2,11,26, which is applicable
when the sensor direction is not of essential importance.
regarding pressure data, the plantar pressure is commonly
used, from which the stride length, stride width, single stride
time and other gait features can be extracted13,14.

Extraction of frequency domain and other features:
Frequency domain features, which can be obtained by
calculating the frequency spectrum of motion data are also
commonly used for feature extraction. Their extraction effect
is generally better than time-domain feature extraction. The
common frequency domain features are average frequency,
median frequency, peak spectral power and average spectral
power3,16,18.

Feature selection and dimensionality reduction: After
extracting  various  activity  features,  some  features  may  not
be suitable for characterizing a particular motion and the
activity recognition process may become too complicated if
the number of features is very large. To solve this issue,
Purushothaman and Vikas24 have suggested Particle Swarm
Optimization (PSO) and Ant Colony Optimization (ACO) for
feature selection. Meanwhile, feature dimensionality reduction
is used to map eigenvectors from a higher dimension to a
lower  dimension. Hsu et al.3, adopted a feature dimensionality
reduction  method,  which  combined  Non-Parametric
Weighted Feature Extraction (NWFE) and Principal Component
Analysis (PCA) to reduce 252 normalized features to 18.

Action feature recognition: In the early stages, most of the
action studies only measured the macroscopic quantities
exhibited by the human body, such as energy consumption
and physical exercise amount. After that, greater attention 
was  paid  to  modes  of  identifying  specific  activities  that 
led to new methods of judging activities based on the
magnitude of changes in motion data. Then, using the
features extracted from the motion data, methods based on
Naïve Bayes (NB), k Nearest Neighbors (k-NN), Decision Tree
(DT), random forest and Support Vector Machine (SVM) have
achieved excellent results in the application of activity
classification, which greatly promoted the development of
sensor activity recognition.

Fixed  threshold: The  classification  method  based  on  a
fixed threshold can quickly identify some activities. The
threshold is mostly determined through a large number of
pre-experiments but its setting limits the versatility of the
method. Mathie et al.27, used a 3 axis acceleration sensor to
collect waist acceleration data and compared the amplitude
of the acceleration signal in the sliding data window with a
preset threshold to identify whether the human body is still or
in motion in the window. Karantonis et al.28, also adopted a
similar method, except that they calculated the acceleration
signal amplitude area (signal magnitude area).

Naïve Bayes (NB): The NB is the most commonly used method
in the bayesian classification algorithm, which is characterized
by easy implementation and a small amount of calculation.
However, NB assumes that the input features are independent
of each other, which is almost impossible in practical
application. Hence, unsatisfactory classification results may be
obtained when there are large correlations between input
features.
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k-nearest neighbors (k-NN): The K-NN is a simple and
effective non-parametric statistical classification method that
measures the distance between the test sample and the
training sample set. Esakia et al.9, proposed a classification
model combining DTW (Dynamic Time Warping) and k-NN,
using DTW as the distance measurement between samples,
which  can  be  used  to  identify  motion  and   gestures.
Nguyen et al.29, extracted  the  features of plantar pressure
data  from  5 different  walking  exercises  and  classified
different walking  types  using  k-NN  with  satisfactory  results.
Rabin et al.21, used multiple classifiers to classify time-domain
features   of   hand   sEMG,   among   which   k-NN    showed
good classification performance and successfully realized
classification of 6 gestures.

Decision tree (DT): The DT is an efficient classification
algorithm. Its complexity is only related to the number of tree
layers, which is suitable for applications with demanding
classification execution time. Common DT algorithms include
ID3 and C4.5, among which ID3 determines the features to be
split when building trees according to the information entropy
gain. In contrast, C4.5 builds trees according to the
information gain rate.

Random forest: RF is an integrated learning method based on
the Bagging algorithm, which can overcome the problem of
poor generalization of DT. Besides, RF has good anti-noise
ability  and  at  the  same  time,  is  not  prone  to  over-fitting.
Zhou et al.30, collected acceleration data from users’ waists
using a 3 axis acceleration sensor and classified 5 daily
activities and 1 abnormal activity by using the bee colony
optimized RF algorithm. Pancholi and Joshi18, developed an
sEMG acquisition module for upper limb prostheses,
generated a feature matrix of 16 features extracted from sEMG
and identified various hand motions using the RF algorithm.

Support vector machine: SVM is a supervised learning model
that utilizes nonlinear mapping to transform training data into
a high-dimensional space and classifies the data using a
hyperplane, which can solve the binary classification 
problem3. To enables SVM to solve multi-classification
problems, one-against-one3 or one-against-all strategy1 is
often adopted. Hsu et al.3, collected acceleration data at the
wrist and ankle and then used one-against-one based LS-SVM
to classify a variety of daily activities and sports.
Purushothaman and Vikas24 successively used QSV (Quadratic
SVM) and CSVM (Cubic SVM) to identify finger movements
using sEMG data. The difference between them is that one
uses a quadratic hyperplane and the other uses a cubic
hyperplane in the feature space.

Deep learning: When deep learning is used for activity
recognition, motion data can be directly used as input,
without the need to construct eigenvectors in advance. In
practical applications, when processing time-series data, like
motion data, Long Short Term Memory (LSTM), which was
developed from Convolutional Neural Networks (CNN) and
Recurrent Neural Networks (RNN), can achieve better
performance.

Application of human motion behaviour feature
recognition: At present, sensor-based human activity feature
recognition research has achieved many results, which have
been applied to many fields such as medical health, sports
competition, safety certification, indoor positioning, human-
machine interface and so on. In terms of medical health,
action features can be used to assist in rehabilitation training
and diagnosis of specific diseases, such as lower limb
rehabilitation training. Regarding the human-machine
interface, the recognition results of action features can be
used to control virtual devices22.

Prospects: With the development of sensor technology and
the large-scale application of machine learning technology,
the following aspects should be translated into development
trends. 

Hardware system optimization: The available activity
recognition systems can only perform relatively simple and
fixed tasks due to various limitations, such as size, power
consumption and processing performance, etc. Breaking
through these limitations can make the activity recognition
system highly integrated and can perform more intensive
calculations, even achieve monolithic integrated sensors,
high-performance processors and network-connected
devices.  

Model optimization: It includes the optimization of the model
structure to reduce the space occupied by the model. Also, the
flexible network parameters can be locally retrained and
timely modified to maintain the validity of the model at any
moment.

Individualized recognition: Focusing on specific motion data
generated by users and hardware optimization and model
optimization based on the recognition system can make the
recognition system adapt to different individuals
automatically.
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CONCLUSION

The universality of the motion behaviour recognition
model is poor, most of the existing studies are based on a
single or a small number of experimental subjects. The
irrationality of data segmentation window, in the
preprocessing stage of motion data, a data segmentation
window is often used to segment the data and lack a large
number of data sources, in the current study, the sample data
are mostly collected by researchers themselves. This study
launched that future development may focus on hardware
system optimization, model optimization and personalized
recognition.

SIGNIFICANCE STATEMENT

This research will help researchers discover the
development of sensor technology and the great potential of
machine learning technology. By listing the application fields
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for many researchers to explore key areas.
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