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Abstract
Cancer is one of the diagnostic threats appearing to the mankind in this century and among various cancers, breast cancer is the major
death causing disease which occurs mainly in women belonging to age between 45 and 60. Early detection and its appropriate treatment
can significantly reduce the chances of their death. The objective of this review paper was to study the current systems to develop models
with higher classification accuracy for prediction of breast cancer symptoms, their chances of recurrence at the early stage and also their
chances of survivability. Here investigation was also done to verify whether comparable accuracy can be achieved even with lesser
number of features or not. Initially the feature set is reduced to avoid the over fitting problem and then various machine learning
techniques are applied. Here, three different types of feature selection techniques and various machine learning classifiers have been
discussed. Further, the comparative analysis among feature selection methods has been done based on their accuracy, computational
speed and their dependency on machine learning classifiers. Moreover, the advantages and disadvantages of various classifiers are also
discussed. A study of different results from past years have been compared based on the applied classifier, feature selection technique,
number of features used and different performance measures like accuracy, sensitivity etc. From different research studies, it is found that
comparable accuracy can be achieved even with lesser number of features, which overall reduces the computational complexity of the
model. It have discovered that different researchers have found the optimal number of features by hit and trial method which is a very
difficult task and to overcome this difficulty, the future scope has been discussed.
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INTRODUCTION

Cancer is a disease in which rapidly cells divide and
multiply out of control which causes the formation of a mass
of extra tissue1. These masses are termed as tumours. Tumours
are either malignant (cancerous) or benign (non cancerous).
Malignant tumour spreads rapidly and cause damage to its
surrounding tissues. A cancer is generally named after the
body part where it gets originated. So the breast cancer refers
to the malignant tumour due to multiplication of cells in the
breast. The main symptoms2 of breast cancer includes-
increase in size or change in shape of the breast, breast pain,
swelling of all or part of the breast, differences in the color of
the breast skin, a lump in the under arm area etc. According to
the World  Health  organization3,  every  year  there are about
1.2 million cases of women that are diagnosed with breast
cancer. In USA one out of every 8 women is diagnosed with
breast cancer.

The physician can also identify the breast cancer manually
but it is a difficult process as they have to remember all the
information that they require for every particular circumstance
which results in low accuracy. Breast cancer deaths can be
reduced if it is detected at early stage4,5. There are
conventional methods for breast cancer detection but
machine learning classifiers are getting importance due to its
higher accuracy. Now various machine learning techniques are
used for its early detection and also to check its recurrence.
Some important machine learning techniques are Support
vector machine (SVM), Artificial neural network, Naive bayes,
Decision trees, Relevance vector machine, K-nearest
neighbour, K-means, Random forests etc. The use of these
machine learning techniques in building classification systems
is getting importance for medical diagnosis. These
classification systems can help both experienced and
inexperienced experts in minimizing possible errors and also
provide the medical data to be examined in short span of time
with high accuracy. One of the limitation for effective machine
learning classification can be the high dimensionality of the
data set. The quality of data and careful feature selection are
the  important  parameters  for  effective  machine  learning.

Feature selection is NP-Hard problem which is used to select
a subset of relevant features from the original feature set.

Once a machine learning classification model is built then
the classifiers performance is measured in terms of sensitivity,
specificity, accuracy and area under the curve (AUC). The term
sensitivity indicates the proportion of true positives that are
correctly identified by the classifier6 whereas specificity
indicates the proportion of true negatives that are correctly
identified by the classifier. Area under the curve gives us the
measure of models performance which is dependent on ROC
curve. The ROC curve7 is a graph that gives the summary of the
classifiers performance over all possible thresholds.

The objective of this review is to study the current
systems to develop systems with high accuracy to predict
breast cancer symptoms, their chances of recurrence at the
early stage and also their chances of survivability. Here
investigation is also done to verify whether comparable
accuracy can be achieved even with less number of features
or not for prediction of breast cancer.

FEATURE SELECTION TECHNIQUES

The aim of the classification model is to predict the breast
cancer occurrence with high precision and accuracy. When the
number of features are large in number then it causes over
fitting problem. So, the feature selection algorithms are used
to remove the redundant and irrelevant features from the
original feature set which will avoid over fitting8 and hence
causes an improvement in the accuracy of the classification
model. Moreover, this feature selection will reduce the
complexity of the classification model both in terms of time
and space9. Following are the different feature selection
methods that are used to identify the contribution of each
feature:

C Filter methods
C Wrapper methods
C Embedded methods

Comparison among three feature selection methods
based on their accuracy, computational speed and their
dependence on learning classifier is shown in Table 1.

Table 1: Comparison between different feature selection methods based on their accuracy, computational speed and their dependence on learning classifier
Computational Dependence on

Model Accuracy speed learning classifier Examples
Filter Comparatively High (due to the use No Information gain, euclidean distance, chi-square, correlation based feature

low of some mathematical selection, t-test
evaluation function like correlation)

Wrapper Medium Medium(due to repeated learning Yes Genetic algorithms, sequential feature selection, sequential backward
and cross validation) selection, randomized hill climbing

Embedded High Low Yes Decision trees, weighted naive bayes, weighted vector of support vector
machine
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DIFFERENT MACHINE LEARNING TECHNIQUES

Machine learning is considered as a branch of artificial
intelligence where a variety of probabilistic, statistical and
optimization tools are employed that learn from past
examples and then that prior training is used for classification
of new data or for identification of new patterns. There are
mainly three different types of learning:

C Supervised learning10: In this type of learning there are
input variables, output variables and algorithm that
learns the mapping function from input variable to the
output variable. Here it involves predefined output
classes. If the output variable is expressed in terms of
some classes, then it is called classification problem
(when output is category like disease and no disease).
Alternatively, if the output variable expressed is
continuous then it is called regression problem (like
weight). Various examples  of   supervised   learning  are
K-nearest neighbors, decision tree, support vector
machine, naive bayes etc

C Unsupervised learning11: In this type of learning there
are input variables available but not output variables.
There are no predefined output classes and the system
has to discover pattern or output classes on its own.
Examples of unsupervised learning includes k means, K
medoids for clustering problems

C Reinforcement learning: Here the agent interacts with
the environment to maximize the reward as each agent’s
action is associated with some reward or punishment.
Here reward is given for right action and punishment is
given for wrong action

C There are some factors that are to be considered before
the selection of a particular machine learning algorithm-
dimension of the features, number of training samples,
over fitting can take place or not, features are
independent or not, processing speed, accuracy in terms
of performance, memory usage etc

Important  machine  learning  techniques  include
support  vector  machine,  artificial neural network, naive
bayes, decision  trees, K-nearest neighbour, random forests
etc:

C Artificial neural network: The ANN is a network of non
linear self adaptable, parallel computing neurons which
are used to simulate the computing functionalities of the
human brain12-16. Here each connection is associated with

some   weight.    Processing   of   records   is   done  on the
training data using the weights and functions of the
hidden layer and then the comparison is done between
the desired output and the resulting output17. Back
propagation of errors is done iteratively and then finally
the weights are adjusted for the next input record.
Interpretation of knowledge that is acquired in the form
of network of units is connected via weighted links, which
ultimately makes it a difficult task. Machine learned
internal decision structure is difficult to understand by
humans (black box structure). The ANN may suffer from
over fitting problem because of its tendency to adapt
themselves too much of data

C Naive  Bayes:  This  classification  technique  is also
known by other names-Bayesian belief network,
probabilistic network and causal network. It is a
probabilistic classifier  based  on  applying  Bayes 
theorem and here it is assumed  that  the  attributes are
statistically independent i.e., for a given class tuple, effect
of one attribute value is independent of the values of the
other attributes, which ultimately simplifies the
computation
However, there exists dependencies or conditional
probabilities that have predecessors. Here the node of a
graph represents the variable and the arc represents the
probabilistic relationship among the variables. So
because of their graphical representation, they are easy
to interpret. In Bayesian network probability values
between nodes reflect the degree of dependence
between nodes. They are used in medical domain where
the symptoms have dependency among them. For
example higher the obesity, higher the chances of various
diseases

C Support vector machine: It is one of the most powerful
machine learning classification technique in terms of its
accuracy and has the ability to model complex non linear
boundaries. It is less prone to over fitting and by the use
of appropriate kernel, they are considered to work well
even when the data is not linearly separable. This method
tries to find a hyper plane that separates the outcomes of
two classes along with the aim of finding maximum
distance to the closest point of two output classes18. The
SVMs are widely used in bioinformatics and text
classification problems

C Decision tree: It is a tree structure where each non leaf
node represents a test on an attribute, each branch
represents an outcome of the test and each leaf node
represents an output class. The prerequisite condition is
that they must have mutually exclusive classes. ID3, C4.5,
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C5 and CART are some of the important decision trees
which acquire a greedy non backtracking technique19 in
which decision trees construction follows top-down
recursive divide and conquer strategy for improving the
prediction accuracy. When a decision tree is built many of
its branches may reflect outliers or noise in the training
input data then tree pruning is used to remove such
branches after its identification which will ultimately lead
to its improved classification accuracy on the unseen
data. Here the attribute selection measures like gain ratio,
information gain and gini index for the selection of that
attribute that discriminates the given tuples in least
amount of time by using least number of splits. The main
advantage of these decision trees is that they are very
easy to interpret

The main disadvantage of decision tree is that easily tend
to over fit, so it gives rise to new class called ensemble
methods20 like Random Forests, Bagging and Boosting where
they avoid over fitting. The random forest is considered even
better than SVM in terms of its speed and scalability. When
compared  with  decision  trees,  random forests also have low
classification error. They work well even when they have data
with missing variables. However, advantages and
disadvantages  of  different  machine learning techniques
(Table 2).

C Some of the other machine learning techniques are
logistic regression, relevance vector machine, K-means,
KNN, extreme learning machine etc

Based on different number of features, feature selection
technique,  classifier  data set, the results have been
concluded in Table 3. Different results have shown that
comparable accuracy can be achieved even with lesser
number of features for prediction of breast cancer in lesser
computational time.

Comparison of the accuracy of three different
classification techniques namely Naive Bayes C4.5 SVM and
decision tree is done for prediction of cancer recurrence21. In
order to remove the redundant and irrelevant attributes,
information gain attribute eval is selected for feature selection
for c4.5 decision tree and naive bayes whereas SVM attribute
eval (attributes are ranked by the square of the weight
assigned by the SVM) is used as feature selection for SVM
classifier.  Various  results have shown that SVM is better than

other two classification techniques both after and before
feature selection. Moreover, it is found that maximum
efficiency is achieved when the best 11 features are selected
for  SVM,  10   attributes   for   C4.5   decision   tree   and  best
8 attributes for Naive bayes.

In  another  work22   four  different classification
techniques-C4.5  decision tree, SVM, k-NN and Naive bayes are
compared based on their accuracies and time to build the
model for breast cancer detection. Based on results, it is found
that SVM provides the highest accuracy with least error but at
the cost of highest computational cost of 0.7s to build the
model whereas k-NN takes only 0.1 s to build the model.

The SVM classification for breast cancer detection
achieves  accuracy  of  99.51  when  it  is  applied on selected
5 features based on F-Score feature selection technique23.

The accuracies of 8 different classification techniques
namely C5.0 decision tree, SVM, naive bayes, KNN, fuzzy c
means, PAM, K means and EM (Expectation Maximization) are
compared to predict the cancer recurrence24. Various results
have shown that decision tree C5.0 and SVM are the best
predictors with accuracy is 81% whereas fuzzy c means gives
the lowest accuracy with 37%.

In another paper, a comparison of three machine learning
techniques-random forests, SVM and Bayesian networks is
done for breast cancer detection25. Results have shown that
random forests gives the optimum ROC performance and in
terms of recall and precision, Bayesian network performs
better.

Three machine learning classification techniques-ANN,
C.5 decision tree and one statistical method called logistic
regression are used for prediction of breast cancer
survivability26. The results have confirmed that C.5 decision
tree predicts with the highest accuracy of 93.6%, then ANN
with 91.2% and logistic regression with 89.2% accuracy. All
these three classification techniques have used 10-fold cross
validation. Also to know the contribution of each variable in
cancer survivability, sensitive analysis on ANN model is
conducted.

The author has used initially PCA feature selection
technique  that  has  reduced  the  number of variables from
14-5, that captures about 98% variance of the original data
and  then  logistic regression is used as classification
technique for breast cancer detection1,27. The accuracy
measured is 92.9% when all the 14 variables are considered for
breast cancer detection and 92.4% when only 5 variables are
considered which indicates that no significant difference exists
in their accuracies.

58



J. Artif. Intel., 11 (2): 55-64, 2018

59

Ta
bl
e 
2:
 A
dv
an
ta
ge
s a
nd
 d
isa
dv
an
ta
ge
s o
f v
ar
io
us
 m
ac
hi
ne
 le
ar
ni
ng
 te
ch
ni
qu
es

Cl
as
sif
ic
at
io
n 
te
ch
ni
qu
es

Ad
va
nt
ag
es

D
isa
dv
an
ta
ge
s

Ar
tif
ic
ia
l n
eu
ra
l n
et
w
or
k

C A
bi
lit
y 
to
 to
le
ra
te
 n
oi
sy
 in
pu
t d
ue
 to
 d
at
a 
ge
ne
ra
liz
at
io
n

C C
on
ve
rg
en
ce
 o
f n
et
w
or
k 
no
t p
os
sib
le
 w
he
n 
th
er
e 
is 
no
t e
no
ug
h 
tr
ai
ni
ng
 d
at
a 
(a
s t
he
 le
ar
ni
ng
 p
ro
ce
ss
 is
 n
ot

   
co
m
pl
et
e)

C R
es
ul
ts
 c
om
pa
ra
tiv
el
y 
go
od
 w
he
n 
lit
tle
 k
no
w
le
dg
e 
of
 d
at
a 
se
t

C N
et
w
or
k 
st
ru
ct
ur
e 
di
ffi
cu
lt 
to
 u
nd
er
st
an
d 
by
 h
um
an
s (
bl
ac
k 
bo
x)

C C
an
 b
e 
us
ed
 w
he
n 
th
er
e 
ex
ist
s a
 c
om
pl
ex
, n
on
 li
ne
ar
 p
at
te
rn

C O
ve
r f
itt
in
g 
ca
n 
be
 c
au
se
d 
du
e 
to
 u
se
 o
f m
an
y 
at
tr
ib
ut
es

   
re
la
tio
ns
hi
p 
be
tw
ee
n 
in
pu
t a
nd
 o
ut
pu
t

C T
ra
in
in
g 
ta
ke
s a
 lo
t o
f t
im
e 
an
d 
tr
ai
ni
ng
 d
at
a

C R
ed
uc
es
 e
rr
or
 th
at
 is
 a
ss
oc
ia
te
d 
w
ith
 h
um
an
 e
rr
or

C F
in
di
ng
 th
e 
co
rr
ec
t t
op
ol
og
y 
is 
di
ffi
cu
lt

N
ai
ve
 B
ay
es

C S
im
pl
e 
re
pr
es
en
ta
tio
n

C R
ed
un
da
nc
y 
of
 a
tt
rib
ut
es
 w
ill
 m
isl
ea
d 
cl
as
sif
ic
at
io
n

C A
bi
lit
y 
to
 w
or
k 
w
ith
 in
co
m
pl
et
e 
da
ta

C P
ro
vi
de
 e
xp
la
na
tio
ns
 fo
r t
he
ir 
de
ci
sio
ns

C S
im
pl
e 
m
od
el
 (e
as
y 
to
 u
nd
er
st
an
d 
be
ca
us
e 
of
 it
s

  g
ra
ph
ic
al
 re
pr
es
en
ta
tio
n)

C W
or
ks
 b
et
te
r e
ve
n 
w
ith
 le
ss
er
 d
at
a

C O
rd
er
 o
f i
ns
ta
nc
es
 h
as
 n
o 
ef
fe
ct
 o
n 
tr
ai
ni
ng

C R
ob
us
t t
o 
ov
er
 fi
tt
in
g

Su
pp
or
t v
ec
to
r m
ac
hi
ne

C H
ig
h 
ac
cu
ra
cy

C N
et
w
or
k 
st
ru
ct
ur
e 
di
ffi
cu
lt 
to
 u
nd
er
st
an
d 
by
 h
um
an
s (
bl
ac
k 
bo
x)

C W
ith
 th
e 
he
lp
 o
f n
on
 li
ne
ar
 k
er
ne
l i
t c
an
 m
od
el
 n
on

C R
ai
ni
ng
 is
 sl
ow
 a
s c
om
pa
re
d 
to
 n
ai
ve
 b
ay
es
 a
nd
 d
ec
isi
on
 tr
ee

   
lin
ea
r c
la
ss
 b
ou
nd
ar
ie
s

C F
in
di
ng
 th
e 
co
rr
ec
t k
er
ne
l i
s a
 c
ha
lle
ng
e

C R
es
ul
ts
 b
et
te
r w
he
n 
th
er
e 
is 
hi
gh
 d
im
en
sio
na
l d
at
a

C L
es
s p
ro
ne
 to
 o
ve
r f
itt
in
g 

D
ec
isi
on
 tr
ee

C E
as
y 
to
 in
te
rp
re
t

C E
as
ily
 o
ve
r f
it

C D
ep
en
d 
on
 o
rd
er
 o
f a
tt
rib
ut
e 
se
le
ct
io
n

C C
om
pu
ta
tio
na
l i
nt
en
siv
e 
(b
ec
au
se
 o
f t
he
 tr
ai
ni
ng
 d
at
a 
se
t n
ee
ds
 to
 b
e 
tr
av
er
se
d 
re
pe
at
ed
ly
)

K-
N
ea
re
st
 n
ei
gh
bo
r

C W
or
ks
 w
el
l f
or
 sm
al
l n
um
be
r o
f d
im
en
sio
ns

C C
on
su
m
es
 lo
t o
f m
em
or
y 
fo
r e
xe
cu
tio
n 
(b
ec
au
se
 o
f t
he
 st
or
ag
e 
of
 a
ll 
th
e 
in
st
an
ce
s)

C R
ob
us
t t
o 
no
isy
 tr
ai
ni
ng
 d
at
a 
(e
sp
ec
ia
lly
 w
he
n 
w
e 
us
e

C P
er
fo
rm
an
ce
 g
et
s d
eg
ra
de
 w
he
n 
hi
gh
 n
um
be
r o
f d
im
en
sio
ns
 a
re
 u
se
d

   
in
ve
rs
e 
sq
ua
re
 o
f w
ei
gh
te
d 
di
st
an
ce
 a
s t
he
 d
ist
an
ce
 m
ea
su
re
)

C V
al
ue
 o
f K
 n
ee
ds
 to
 b
e 
de
te
rm
in
ed
 (i
.e
., n
um
be
r o
f n
ea
re
st
 n
ei
gh
bo
rs
)

C W
or
ks
 w
el
l w
he
n 
th
e 
tr
ai
ni
ng
 d
at
a s
et
 is
 la
rg
e

C H
ig
h 
co
m
pu
ta
tio
n 
co
st
 b
ec
au
se
 o
f it
’s 
ne
ed
s t
o 
co
m
pu
te
 d
ist
an
ce
 fo
r e
ve
ry
 q
ue
ry
 in
st
an
ce
 fo
r a
ll 
th
e 
tr
ai
ni
ng
 sa
m
pl
e

  d
at
a.
 A
lso
 in
de
xi
ng
 li
ke
 K
-D
 tr
ee
 m
ay
 re
du
ce
s t
hi
s c
om
pu
ta
tio
n



J. Artif. Intel., 11 (2): 55-64, 2018

60

Ta
bl
e 
3:
 R
ec
en
t r
es
ea
rc
h 
tr
en
ds
 fo
r p
re
di
ct
io
n 
of
 b
re
as
t c
an
ce
r d
et
ec
tio
n 
ba
se
d 
on
 n
um
be
r o
f f
ea
tu
re
s u
se
d

Pu
bl
ic
at
io
n 
(Y
ea
r)

Ti
tle
 o
f t
he
 p
ap
er

Te
ch
no
lo
gi
es
 u
se
d

N
um
be
r o
f f
ea
tu
re
s u
se
d

Re
su
lts

Co
nc
lu
sio
n

D
at
as
et
 u
se
d

Ap
pl
ie
d 
so
ft

"W
CB
A:
 W
ei
gh
te
d 
cl
as
sif
ic
at
io
n
W
ei
gh
te
d 
cl
as
sif
ic
at
io
n 
ba
se
d

9
Co
nf
id
en
ce
 is
 se
t t
o 
0.
5 
fo
r a
ll

W
CB
A 
gi
ve
s b
et
te
r a
cc
ur
ac
y 

W
isc
on
sin
 D
ia
gn
os
tic

co
m
pu
tin
g,

ba
se
d 
on
 a
ss
oc
ia
tio
n 
ru
le
s

on
 a
ss
oc
ia
tio
n 
ru
le
s a
lg
or
ith
m

th
re
e 
ca
se
s w
he
n 
su
pp
or
t=
0.
1,

w
he
n 
co
m
pa
re
d 
w
ith
 o
th
er
 

Br
ea
st
 C
an
ce
r (
W
D
BC
)

 S
CI
. 2
01
8

al
go
rit
hm
 fo
r b
re
as
t

(th
e 
fe
at
ur
es
 a
re
 ra
nk
ed
 b
y

ac
cu
ra
cy
 is
 6
9.
77
 fo
r r
ec
ur
re
nc
e

as
so
ci
at
io
n 
cl
as
sif
ic
at
io
n 

fo
r R
ec
ur
re
nc
e 
an
d 

ca
nc
er
 d
ise
as
e"

 e
xp
er
ts
) 

 a
nd
 9
7.
4 
fo
r d
ia
gn
os
is.
 W
he
n

 a
lg
or
ith
m
s l
ik
e-
Cl
as
sif
ic
at
io
n

D
ia
gn
os
is

su
pp
or
t =
 0
.2
, a
cc
ur
ac
y 
is 
73
.2
6

Ba
se
d 
on
 A
ss
oc
ia
tio
ns
 (C
BA
),

 fo
r r
ec
ur
re
nc
e 
an
d 
97
.4
 fo
r

Cl
as
sif
ic
at
io
n 
ba
se
d 
on
 M
ul
tip
le

di
ag
no
sis
. W
he
n 
su
pp
or
t =
 0
.3
,

As
so
ci
at
io
n 
Ru
le
s (
CM
AR
),

ac
cu
ra
cy
 is
 7
0.
93
 fo
r r
ec
ur
re
nc
e

M
ul
ti-
cl
as
s c
la
ss
ifi
ca
tio
n 
 b
as
ed

an
d 
96
.8
 fo
r d
ia
gn
os
is

on
 a
ss
oc
ia
tio
n 
ru
le
 (M
CA
R)
,

Fa
st
 A
ss
oc
ia
tiv
e 
Cl
as
sif
ic
at
io
n

Al
go
rit
hm
(F
AC
A)

an
d 
( E
nh
an
ce
m
en
t c
la
ss
ifi
ca
tio
n 

ba
se
d 
on
 A
ss
oc
ia
tio
n 
ru
le
) E
CB
A

Eg
yp
tia
n 
in
fo
rm
at
ic
s

"G
en
e 
ex
pr
es
sio
n

Ba
ck
w
ar
d 
el
im
in
at
io
n

50
, 5
, 2
5 
ar
e 
nu
m
be
r o
f i
np
ut

Ar
ea
 u
nd
er
 c
ur
ve
 0
.9
9 
fo
r c
ol
on

En
se
m
bl
e 
of
 th
es
e 
te
ch
ni
qu
es

Le
uk
em
ia
, c
ol
on
 d
at
as
et
,

jo
ur
na
l, 
El
se
vi
er
.

ba
se
d 
ca
nc
er

hi
lb
er
t-
sc
hm
id
t

ge
ne
s f
or
 B
AH
SI
C1
, B
AH
SI
C2
,
da
ta
 se
t,1
.0
0 
fo
r l
eu
ke
m
ia
 a
nd

pe
rfo
rm
s b
et
te
r t
ha
n 
in
di
vi
du
al

br
ea
st
 c
an
ce
r d
at
as
et

20
17

cl
as
sif
ic
at
io
n"

in
de
pe
nd
en
ce

BA
H
SI
C3
, r
es
pe
ct
iv
el
y

1.
00
 fo
r b
re
as
t c
an
ce
r

sy
st
em
s

Cr
ite
rio
n 
(B
AH
SI
C)
,

Ex
tr
em
e 
va
lu
e 
di
st
rib
ut
io
n

(E
VD
) a
nd
 si
ng
ul
ar
 v
al
ue
 

de
co
m
po
sit
io
n 
en
tr
op
y 

ar
e 
us
ed
 fo
r f
ea
tu
re
 se
le
ct
io
n

KN
N
 a
s c
la
ss
ifi
er

Te
le
m
at
ic
s a
nd

"A
 k
no
w
le
dg
e-
ba
se
d 
sy
st
em

H
yb
rid
 o
f e
xp
ec
ta
tio
n

Al
l

Ac
cu
ra
cy
 9
3.
2%
 fo
r W
D
BC
 a
nd

EM
 (E
xp
ec
ta
tio
n 
M
ax
im
iz
at
io
n)

W
isc
on
si
n 
di
ag
no
st
ic

in
fo
rm
at
ic
s, 

fo
r b
re
as
t c
an
ce
r c
la
ss
ifi
ca
tio
n

M
ax
im
iz
at
io
n,
 p
rin
ci
pl
e

94
.1
%
 fo
r M
am
m
og
ra
ph
ic
 m
as
s

-P
CA
 (p
rin
ci
pl
e 
co
m
po
ne
nt
 a
na
ly
sis
)

br
ea
st
 c
an
ce
r (
W
D
BC
)

20
17

us
in
g 
fu
zz
y 
lo
gi
c 
m
et
ho
d"

Co
m
po
ne
nt
 a
na
ly
sis
,

da
ta
se
ts

-c
la
ss
ifi
ca
tio
n 
an
d 
re
gr
es
sio
n 
tr
ee
s

an
d 
M
am
m
og
ra
ph
ic
 

cl
as
sif
ic
at
io
n 
an
d 
re
gr
es
sio
n

(C
AR
T)
-F
uz
zy
 R
ul
e-
ba
se
d 
ha
s h
ig
he
r

m
as
s d
at
as
et
s

tr
ee
s a
nd
 fu
zz
y 
ru
le
-b
as
ed
 

ac
cu
ra
cy
 th
an
 p
rin
ci
pl
e 
co
m
po
ne
nt

An
al
ys
is 
-K
 n
ea
re
st
 n
ei
gh
bo
ur
,

pr
in
ci
pl
e 
co
m
po
ne
nt
 a
na
ly
sis
-s
up
po
rt

ve
ct
or
 m
ac
hi
ne
 a
nd
 d
ec
isi
on
 tr
ee

Pr
oc
ed
ia
 c
om
pu
te
r

"U
sin
g 
m
ac
hi
ne
 le
ar
ni
ng

Su
pp
or
t v
ec
to
r m
ac
hi
ne
,

Al
l

Ac
cu
ra
cy
 o
f S
VM
 is
 9
7.
13
%
, d
ec
isi
on
 

Su
pp
or
t v
ec
to
r m
ac
hi
ne
 g
iv
es
 th
e

W
isc
on
sin
 d
ia
gn
os
tic
 

sc
ie
nc
e,
 E
lse
vi
er
.

al
go
rit
hm
s f
or
 b
re
as
t c
an
ce
r

de
ci
sio
n 
tr
ee
 (C
4.
5)
, N
ai
ve

tr
ee
 (C
4.
5)
 is
 9
5.
13
%
, N
ai
ve
 B
ay
es
 is

hi
gh
es
t  
ac
cu
ra
cy
 (9
7.
13
%
) w
ith

br
ea
st
 c
an
ce
r (
W
D
BC
)

20
16

ris
k 
pr
ed
ic
tio
n 
an
d 
di
ag
no
sis
"

ba
ye
s a
nd
 k
 n
ea
re
st
 n
ei
gh
bo
ur

ac
cu
ra
cy
 9
5.
99
%
 a
nd
 o
f k
-N
N
 is

lo
w
es
t e
rr
or
 ra
te
. S
up
po
rt
 v
ec
to
r

 9
5.
27
%

m
ac
hi
ne
 ta
ke
s a
bo
ut
 0
.0
7 
s t
o 
bu
ild

its
 m
od
el
 u
nl
ik
e 
th
at
 ta
ke
s j
us
t 0
.0
1 
s

19
th
 In
te
rn
at
io
na
l

"P
re
di
ct
in
g 
br
ea
st
 c
an
ce
r

Ra
nk
er
 a
lg
or
ith
m
 fo
r f
ea
tu
re

11
 fo
r s
eq
ue
nt
ia
l m
in
im
al
 

Su
pp
or
t v
ec
to
r m
ac
hi
ne
 p
re
di
ct
io
n

Re
su
lts
 h
av
e 
sh
ow
n 
th
at
 su
pp
or
t v
ec
to
r

W
isc
on
sin
 d
ia
gn
os
tic
 

Co
nf
er
en
ce
 o
n 

re
cu
rr
en
ce
 u
sin
g 
ef
fe
ct
iv
e

se
le
ct
io
n,
 N
ai
ve
 B
ay
es
, C
4.
5

op
tim
iz
at
io
n,
 8
 fo
r N
aï
ve
 

ac
cu
ra
cy
 =
 7
5.
75
%
, N
aï
ve
 B
ay
es
 

m
ac
hi
ne
 (w
ith
 ra
nk
er
 a
lg
or
ith
m
) h
as

br
ea
st
 c
an
ce
r (
W
D
BC
)

Co
m
pu
te
r a
nd
 

cl
as
sif
ic
at
io
n 
an
d 
fe
at
ur
e 

de
ci
sio
n 
tr
ee
 a
nd
 su
pp
or
t 

ba
ye
s a
nd
 1
0 
fo
r C
4.
5

pr
ed
ic
tio
n 
ac
cu
ra
cy
 (6
7.
17
%
) a
nd
 

 h
ig
he
r p
re
di
ct
io
n 
ac
cu
ra
cy
 th
an

In
fo
rm
at
io
n 

se
le
ct
io
n 
te
ch
ni
qu
e"

ve
ct
or
 m
ac
hi
ne
 a
s

de
ci
sio
n 
tr
ee

C4
.5
 p
re
di
ct
io
n 
ac
cu
ra
cy
 (7
3.
73
%
)

N
aï
ve
 B
ay
es
 (w
ith
 ra
nk
er
 a
lg
or
ith
m
)

Te
ch
no
lo
gy
,  
20
16

cl
as
sif
ic
at
io
n 
al
go
rit
hm
s

an
d 
C4
.5
 (w
ith
 ra
nk
er
 a
lg
or
ith
m
)

Ex
pe
rt
 sy
st
em
s 

"B
re
as
t c
an
ce
r

Ba
ck
-p
ro
pa
ga
tio
n 
ne
ur
al
 

Al
l

Ac
cu
ra
cy
 o
f d
ee
p 
be
lie
f n
et
w
or
k

Th
e 
cl
as
sif
ie
r g
iv
es
 a
n 
ac
cu
ra
cy
 

W
isc
on
sin
 d
ia
gn
os
tic
 

w
ith
 a
pp
lic
at
io
ns
, 

cl
as
sif
ic
at
io
n 
us
in
g

ne
tw
or
k 
w
ith
 L
ie
be
nb
er
g 

-n
eu
ra
l n
et
w
or
k 
99
.6
8%
 w
ith
 1
00
%

of
 9
9.
68
%
 in
di
ca
tin
g 
pr
om
isi
ng
 

br
ea
st
 c
an
ce
r (
W
D
BC
)

el
se
vi
er
.

de
ep
 b
el
ie
f n
et
w
or
ks
"

M
ar
qu
ar
dt
 le
ar
ni
ng
 fu
nc
tio
n 

se
ns
iti
vi
ty
 a
nd
 9
9.
47
%
 sp
ec
ifi
ci
ty

re
su
lts
 o
ve
r p
re
vi
ou
sly
 p
ub
lis
he
d

20
15

w
hi
le
 w
ei
gh
ts
 a
re
 in
iti
al
iz
ed
 

st
ud
ie
s

fro
m
 th
e 
de
ep
 b
el
ie
f n
et
w
or
k 

pa
th
 (D
BN
-N
N
)

Ex
pe
rt
 sy
st
em
s 

"B
re
as
t c
an
ce
r d
ia
gn
os
is

H
yb
rid
 o
f K
-M
ea
ns
 a
nd
 su
pp
or
t

6
Ac
cu
ra
cy
 9
7.
38
%
, C
PU
 ti
m
e 
(in
 se
c)
 

K-
su
pp
or
t v
ec
to
r m
ac
hi
ne
 w
ith
 6

W
isc
on
sin
 d
ia
gn
os
tic
 

w
ith
 a
pp
lic
at
io
ns
, 

ba
se
d 
on
 fe
at
ur
e 
ex
tr
ac
tio
n

ve
ct
or
 m
ac
hi
ne

fo
r K
-s
up
po
rt
 v
ec
to
r m
ac
hi
ne
 (w
ith

fe
at
ur
es
 g
iv
es
 h
ig
he
r a
cc
ur
ac
y 
w
he
n 

br
ea
st
 c
an
ce
r (
W
D
BC
)

el
se
vi
er
.

us
in
g 
a 
hy
br
id
 o
f K
-m
ea
ns

6 
fe
at
ur
es
) i
s 0
.0
03
9 
an
d 
fo
r s
up
po
rt

co
m
pa
re
d 
w
ith
 A
nt
 c
ol
on
y 
op
tim
iz
at
io
n 

20
14

an
d 
su
pp
or
t v
ec
to
r m
ac
hi
ne

ve
ct
or
 m
ac
hi
ne
 (w
ith
 3
0 
fe
at
ur
es
)

-s
up
po
rt
 v
ec
to
r m
ac
hi
ne
 w
ith
 1
5 
fe
at
ur
es
,

al
go
rit
hm
s"
 

is 
15
.8
91
3

ge
ne
tic
 a
lg
or
ith
m
-s
up
po
rt
 v
ec
to
r m
ac
hi
ne
 

w
ith
 1
8 
fe
at
ur
es
 a
nd
 P
ar
tic
le
 S
w
ar
m
 

op
tim
iz
at
io
n-
su
pp
or
t v
ec
to
r m
ac
hi
ne

w
ith
 1
7 
fe
at
ur
es



J. Artif. Intel., 11 (2): 55-64, 2018

61

Ta
bl
e 
3:
 C
on
tin
ue

Pu
bl
ic
at
io
n 
(Y
ea
r)

Ti
tle
 o
f t
he
 p
ap
er

Te
ch
no
lo
gi
es
 u
se
d

N
um
be
r o
f f
ea
tu
re
s u
se
d

Re
su
lts

Co
nc
lu
sio
n

D
at
as
et
 u
se
d

Jo
ur
na
l 

"C
an
ce
r d
et
ec
tio
n 
us
in
g

Ar
tif
ic
ia
l n
eu
ra
l n
et
w
or
k,
 

Al
l

Br
ea
st
 c
an
ce
r (
su
pp
or
t v
ec
to
r

Ar
tif
ic
ia
l n
eu
ra
l n
et
w
or
k 
cl
as
sif
ie
r c
an
 o
bt
ai
n 

Br
ea
st
 c
an
ce
r a
nd
 

te
kn
ol
og
i, 

ar
tif
ic
ia
l n
eu
ra
l n
et
w
or
k

su
pp
or
t v
ec
to
r m
ac
hi
ne

m
ac
hi
ne
 a
cc
ur
ac
y 
= 
99
.5
1,
 a
rt
ifi
ci
al

go
od
 c
la
ss
ifi
ca
tio
n 
pe
rfo
rm
an
ce
 in
 th
e

liv
er
 c
an
ce
r d
at
as
et
 

20
13

an
d 
su
pp
or
t v
ec
to
r

ne
ur
al
 n
et
w
or
k 
ac
cu
ra
cy
 =
 9
8.
54
)

da
ta
se
t  
w
ith
 la
rg
er
 n
um
be
r o
f i
np
ut

(U
CI
 m
ac
hi
ne
 li
br
ar
y

m
ac
hi
ne
: A

liv
er
 c
an
ce
r (
SV
M
  a
cc
ur
ac
y 
= 
63
.1
1,
 

fe
at
ur
es
 (p
ro
st
at
e 
an
d 
ov
ar
ia
n 
ca
nc
er

 d
at
ab
as
e)

co
m
pa
ra
tiv
e s
tu
dy
"

Ar
tif
ic
ia
l n
eu
ra
l n
et
w
or
k

da
ta
se
t)

Pr
os
ta
te
 c
an
ce
r d
at
as
et

ac
cu
ra
cy
 =
 5
7.
28
) P
ro
st
at
e 
ca
nc
er
 

an
d 
ov
ar
ia
n 
ca
nc
er

(s
up
po
rt
 v
ec
to
r m
ac
hi
ne
 

da
ta
se
t (
JN
CI
 D
at
a)

ac
cu
ra
cy
 =
 7
8.
35
, A
rt
ifi
ci
al
 N
eu
ra
l 

N
et
w
or
k 
ac
cu
ra
cy
 =
 8
2.
47
) o
va
ria
n 

ca
nc
er
 (S
up
po
rt
 v
ec
to
r m
ac
hi
ne

ac
cu
ra
cy
 =
 6
4.
47
, A
rt
ifi
ci
al
 N
eu
ra
l

N
et
w
or
k 
ac
cu
ra
cy
 =
 7
8.
95
)

Ex
pe
rt
 sy
st
em
s 

"S
up
po
rt
 v
ec
to
r m
ac
hi
ne
s

F-
sc
or
e,
 su
pp
or
t

5
Su
pp
or
t v
ec
to
r m
ac
hi
ne
 a
cc
ur
ac
y

H
ig
he
st
 c
la
ss
ifi
ca
tio
n 
ac
cu
ra
cy
 (9
9.
51
%
)

W
isc
on
sin
 d
ia
gn
os
tic
 

w
ith
 a
pp
lic
at
io
ns
, 

co
m
bi
ne
d 
w
ith
 fe
at
ur
e

 v
ec
to
r m
ac
hi
ne

(9
9.
51
%
)

is 
ob
ta
in
ed
 fo
r t
he
 su
pp
or
t v
ec
to
r 

br
ea
st
 c
an
ce
r (
W
D
BC
)

el
se
vi
er
.

se
le
ct
io
n 
fo
r b
re
as
t

m
ac
hi
ne
 m
od
el
 th
at
 c
on
ta
in
s f
iv
e 
fe
at
ur
es

20
09

ca
nc
er
 d
ia
gn
os
is"

IE
EE
, 2
00
9

"M
ac
hi
ne
 le
ar
ni
ng

Si
gn
al
-t
o-
no
ise
ra
tio
 fe
at
ur
e

10
W
ith
ou
t f
ea
tu
re
 se
le
ct
io
n 
ac
cu
ra
cy

Th
e 
be
st
 o
ve
ra
ll 
ac
cu
ra
cy
 fo
r b
re
as
t c
an
ce
r 

W
isc
on
sin
 d
ia
gn
os
tic
 

te
ch
ni
qu
es
 to

ra
nk
in
g,
 se
qu
en
tia
l f
or
w
ar
d

su
pp
or
t v
ec
to
r m
ac
hi
ne
 -P
ol
y-
97
.0
9%
,

di
ag
no
sis
 is
 a
ch
ie
ve
d 
eq
ua
l t
o 
98
.8
0%
 b
y

br
ea
st
 c
an
ce
r (
W
D
BC
)

di
ag
no
se
 b
re
as
t c
an
ce
r"

se
le
ct
io
n-
ba
se
d 
fe
at
ur
e

Su
pp
or
t V
ec
to
r M
ac
hi
ne
 -r
ad
ia
l b
as
is

su
pp
or
t v
ec
to
r m
ac
hi
ne
 -r
ad
ia
l b
as
is 
fu
nc
tio
n

se
le
ct
io
n 
an
d 
pr
in
ci
pl
e

 F
un
ct
io
n-
98
.8
0%
, K
 N
ea
re
st

(w
ith
ou
t f
ea
tu
re
 se
le
ct
io
n)
 a
nd
 9
6.
33
%
 b
y 

co
m
po
ne
nt
 a
na
ly
sis

N
ei
gh
bo
ur
-9
3.
37
%
, p
ro
ba
bi
lis
tic
 n
eu
ra
l 
su
pp
or
t v
ec
to
r m
ac
hi
ne
 - 
ra
di
al
 b
as
is 
fu
nc
tio
n 

su
pp
or
t v
ec
to
r m
ac
hi
ne
, K
 

ne
tw
or
k-
97
.2
3%
 W
ith
 fe
at
ur
e 
se
le
ct
io
n

(w
ith
 fe
at
ur
e 
se
le
ct
io
n)
 re
sp
ec
tiv
el
y

N
ea
re
st
 n
ei
gh
bo
ur
 a
nd
 

ac
cu
ra
cy
, s
up
po
rt
 v
ec
to
r m
ac
hi
ne
 

pr
ob
ab
ili
st
ic
 n
eu
ra
l n
et
w
or
ks
 

Po
ly
-9
5.
00
%
, s
up
po
rt
 v
ec
to
r m
ac
hi
ne
 

cl
as
sif
ie
rs
 a
re
 u
se
d

ra
di
al
 b
as
is 
fu
nc
tio
n 
-9
6.
33
%
, K
 n
ea
re
st
 

ne
ig
hb
ou
r-
88
.4
5%
, p
ro
ba
bi
lis
tic
 n
eu
ra
l 

ne
tw
or
k 
-9
3.
39
%

Ar
tif
ic
ia
l 

"P
re
di
ct
in
g 
br
ea
st
 c
an
ce
r

Ar
tif
ic
ia
l n
eu
ra
l n
et
w
or
k,
 d
ec
isi
on

Al
l

Ac
cu
ra
cy
 fo
r d
ec
isi
on
 tr
ee
 (C
5)
 is
 9
3.
6%

Th
e 
re
su
lts
 in
di
ca
te
d 
th
at
 th
e 
de
ci
sio
n 
tr
ee

Br
ea
st
 c
an
ce
r w
eb
 

in
te
lli
ge
nc
e 

su
rv
iv
ab
ili
ty
: a
 c
om
pa
ris
on

tr
ee
s a
nd
  l
og
ist
ic
 re
gr
es
sio
n

Ac
cu
ra
cy
 fo
r a
rt
ifi
ci
al
 n
eu
ra
l n
et
w
or
k

(C
5)
 is
 th
e 
be
st
 p
re
di
ct
or
 w
ith
 9
3.
6%
 a
cc
ur
ac
y

sit
e 
(h
tt
p:
//
w
w
w
.

in
 m
ed
ic
in
e,
 

of
 th
re
e 
da
ta
 m
in
in
g

is 
91
.2
%
 

on
 th
e 
ho
ld
ou
t s
am
pl
e 
(th
is 
pr
ed
ic
tio
n 
ac
cu
ra
cy
se
er
.c
an
ce
r.-
go
v)

el
se
vi
er
.

m
et
ho
ds
"

Ac
cu
ra
cy
 fo
r l
og
ist
ic
 re
gr
es
sio
n 
is 
89
.2
%

is 
be
tt
er
 th
an
 a
ny
 re
po
rt
ed
 in
 th
e 
lit
er
at
ur
e)
, 

20
05

ar
tif
ic
ia
l n
eu
ra
l n
et
w
or
ks
 c
am
e 
ou
t t
o 
be
 th
e 

se
co
nd
 w
ith
 9
1.
2%
 a
cc
ur
ac
y 
an
d 
th
e 

lo
gi
st
ic
 re
gr
es
sio
n 
m
od
el
s c
am
e 
ou
t t
o 
be
 th
e 

w
or
st
 o
f t
he
 th
re
e 
w
ith
 8
9.
2%
 a
cc
ur
ac
y



J. Artif. Intel., 11 (2): 55-64, 2018

Different results have confirmed that after feature
reduction RVM which has low computational cost gives better
results than other machine learning techniques like Naive
Bayes, neural networks and fuzzy28.

The author has used SVM-RBF, SVM-Poly, K-Nearest
Neighbour and probabilistic neural network (PNN) are used
along with PCA (where feature set reduced to 10 features from
70 features) and sequential forward selection (feature set
reduced to 25 from 70 features) for breast cancer detection29.
Various results have indicated that SVM-RBF is better than all
other three classification techniques in all the cases i.e., in case
when no feature selection is used (accuracy of 98.80%), in case
of PCA (accuracy of 95.01%) or in case of sequential forward
selection (accuracy of 96.33%).

Extreme  learning  machine  for  breast cancer detection
is  used  and  the  results  have  indicated  that  ELM  that has
20 nodes gives better accuracy than SVM with lesser
computational cost30. Results also have indicated that with
lesser number of hidden nodes in ELM, the average success
rate is supposed to be very low but there is one advantage of
lesser computational cost. As the number of nodes are
increased average success rate starts increasing and when
number of nodes reaches 20, it gives the best accuracy of 93%.
Five different feature selection techniques are used to select
genes31. The first three are based on BAHSIC algorithm which
takes 50, 5, 25 number of input genes respectively and the
other two are EVD and SVD Entropy. Here KNN is used as
classifier which gives AUC 0.99 for colon data set,1.00 for
leukemia and 1.00 for breast cancer.

In another work32 back-propagation neural network is
used with Liebenberg Marquardt learning function and
weights are initialized from the deep belief network. The
classifier gives an accuracy of 99.68% which is better than
previously published results. It also gives 100% sensitivity and
99.47% specificity.

Nine features are ranked by experts by giving different
weights and then based on different association rules
classification is done33. This procedure gives better accuracy
when compared with other association classification
algorithms like-Classification Based on Associations (CBA),
Classification based on Multiple Association Rules (CMAR),
Multi-class classification based on association rule (MCAR),
Fast Associative Classification Algorithm (FACA) and
( Enhancement classification based on Association rule) ECBA.
Confidence is set to 0.5 for all cases. In first case when support
is set to 0.1, accuracy is 69.77 for recurrence and 97.4 for
diagnosis. In second case when support = 0.2, accuracy is
73.26  for  recurrence and 97.4 for  diagnosis and when
support = 0.3, accuracy is 70.93 for recurrence and 96.8 for
diagnosis.

Here hybrid of EM (Expectation Maximization), PCA
(Principle Component Analysis), Classification and Regression
Trees (CART) and Fuzzy Rule-Based is used for classification34.
Various results show that the PCA-EM-CART-Fuzzy Rule-Based
has greater accuracy than PCA-KNN, PCA-SVM and Decision
Tree. Hybrid of EM-PCA-CART-Fuzzy gives accuracy of 93.2%
for WDBC and 94.1% for mammographic mass datasets.

CONCLUSION AND FUTURE SCOPE

From different research studies, it was found that
comparable accuracy can be achieved even with less number
of features for prediction of breast cancer. Only the features
that are selected by a particular feature selection technique
will be the input for machine learning classifier, which overall
reduces the computational complexity of the model. So future
study includes the investigation to check whether number of
features to be selected depends on factors like data set,
standard deviation, correlation etc. or not. Moreover as  a
future direction, proposed to use some hybrid machine
learning classifiers based on deep learning and extreme
learning classifiers to compare and show the effectiveness of
proposed algorithms. Further, proposed to use nature inspired
algorithm for feature reductions and smooth identification of
cancer from biological database.

SIGNIFICANCE STATEMENT

It is a fact that machine learning classification models
cannot replace doctors but these models would help in
minimizing possible errors which may be committed by the
inexperienced doctors. These classification systems examine
the detailed medical data in lesser time. Current review
compared the feature selection methods which help in
removing the redundant attributes thereby reducing the
computational cost. This study discovered that different
researchers have found the optimal number of features by hit
and trial method which is very difficult task. Fixing the number
of features in advance may further degrade the performance.
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