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Evaluation of Four Tests When Normality and Homogeneity
of Variance Assumptions are Violated
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Abstract: The present Monte Carlo study compared Type I error rates of four tests under nonnormality and
heterogeneity of variance assumptions. Cochran test, Brown-Forsythe test, modified Brown-Forsythe test and
approximate ANOVA F test were evaluated for three-and six different groups. At the end of 50,000 simulation
trials, the Type I error rates for four tests were affected by the sample size, variance ratio, the number of groups
and the relationship between sample sizes and groups variances. Type I error rates of the Brown Forsythe test,
extension of the modified Brown-Forsythe test end approximate ANOVA F-test were close to the predetermmed
alpha levels (0.05), while Cochran tests greatly deviated from the predetermined level.
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INTRODUCTION

Many studies have shown that the F test for equal
means among k (k>2) mdependent groups is not robust to
violations of the usual equal variance and normality
assumptions. One strategy for the comparison of means
from groups with heterogeneous variances is to use an
alternative test. Among the most frequently cited
parametric alternatives to ANOVA are procedures
proposed by Welch!"!, JTames!, Marascuilo™, Brown and
Forsythe, Wilcox™ and Alexander and Govern'®. These
tests have been the subjects of a number of simulation
studies and reviews in which their performances have
been compared with other and with
ANOVARLIZESASR6ILI - gavera] other alternatives to
ANOVA F test were proposed such as Cohlran test,
Brown-Forsythe test, Modified Brown-Forsythe test and
the Approximate ANOVA F test!#+!4%],

The main purpose of this study is to compare some
of the alternative tests of ANOVA for comparing Type 1
error rates.

each

Description of the procedures

Let X, be the ith observation in the kth group; where
I=. n,andk=1..K and let ¥n,=N. The X, are assumed to
be independent and normglly distributed with expected
values p, and variapce 9 . The best linear unbiased
estimates of i, and Cxare:

Z Z (Xk B )_(.k)z

X, =i cand §7=—  respectively.
k n, % n-1) P Y
Tt 1s known that the test statistics for ANOVA F test is;
n (X.k-X ¥/k-1)
L <1>
30300 X k-1
ik
_ Z nk)_( I
Where X =——— | when population variances are

N

equal. F 1s distributed as a central F variable with (K-1)
and (N-K) degrees of freedom.

Brown-Forsythe Test (BF):

3 on (0 k-X)?
F -k
BF 2

ij (1-n/N)S]

The 1s approximately distributed as an F variable with
(K-1) and f degrees of freedom. The F is obtained with the
Sattertwaite approximation!'¥ as;

lf:E CX(n 1) With C_=(1-n/N)S%/
k

Y (-n/N)s]
k
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Modified Brown-Forsythe Test (MBF): Mehrotal™”
Modified the original Brown-Forsythe test as follows

¥on (Ck-X)
_ k

F*BF_

S — 3
; (1-n/N)S2

The Brown-Forsythe test used K-1 numerator degrees of
freedom while Mehrota!"” used a Box!'” approximation to
obtain the numerator degrees of freedom, v,, where

E} (1-n,/N)S?

i=1

2

V.=
Tk K 2 K “@
Y} st +[§j nS/N| - 2.} nSUN
1=1 1=1 1=1
and the denominator degrees of freedom;
k 2
[2 n(l-n/N)§’
_ 1=1
M &)
Y} (-n/N2stin - 1)
i=1
Under the mull  hypothesis, FB*F 18 distributed

approximately as an F variable with v, and v degrees of

freedom!*>*¥,

Cochran test (COC):
K _
W X
- . Ywx
The test statistic is coc-Y WX, -4 - ) ®
1=1
1=1 !
nl
where Wf? and under the null hypothesis, COC

1

statistic is distributed asymptotically as a central ¥*-
variable with K-1 degrees of freedom!®.

Approximate ANOVA F test (AAF): The test statistic of
this test is the same as the Brown-Forsythe and the
Modified Brown-Forsythe test; AAF= Fer =Fgr. Under
the null hypothesis, the test statistic AAF is distributed
approximately as an F variable with v, and v, degrees of
freedom, where

B 2
Y m-Ds;
v= 1=1

- 7
Z (ni - 1) S14
i=1
The numerator degrees of freedom for AAF and Fg;
are equal. The difference between the two alternatives is
in the denominator degrees of freedom in the unbalanced

casel,
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MATERIALS AND METHODS

A simulation study was conducted to compare the
performance of the Cochran, original Brown-Forsythe,
Modified Brown-Forsythe and approximate ANOVA F
tests. Type T error rates were used to measure the testing
equality of several independent group means. Data from
Normal (0.1), t (5), Chi-square (3) and exponential (0.75)
distributions for each given set of parameter values were
used the subroutines RNNOA, RNSTT, RNCHI and
RNEXP, available with the IMSL lbrary functions,
generated samples from these distributions™™**!,

The parameter values were taken for k=3 and 6
groups. For the three group simulatior, the parameters
were (n,=n,=n,=3, 6, 9, 15, 24, 30) and o}:0,:0% =1:1:1,
1:2:4 and 1:1:8. For the six group simulation, the
parameters were (n,=n;nyn;/nsng-3, 6, 9, 15, 24, 30)
and of:oi:og:oi:oi:oz =1:1:1:1:1:1, 1:1:1:2:2:2 and
1:1:2:2:4:4. To investigate the relationship between sample
sizes and group variances, sample sizes were chosen as
(3:4:5,5:10:15,10:20:30, 5:4:3,15:10G:5, 30:20:10) for k=3 and
were chosen as (3:4:5:6:7:8, 5811:14:17:20,
5:10:15:20:25:30, 8:7:6:5:4:3, 20:17:14:11:85 and
30:25:20:15:10:5) for k=6. The populations were
standardized because they have different means and
variances. Shape of the distributions was not changed
while the means were changed to 0 and the standard
deviations were changed to 1. For each pair of samples,
Cochran test (COC test), original Brown-Forsythe test (BF
test), modified Brown-Forsythe (MBF test) and the
approximate ANOVA F test (AAF test) statistics were
calculated and a check was made to see if the hypothesis,
which is true the was rejected at ¢=0.05. The experiment
was repeated 50,000 times and the proportion of
observations falling in the critical regions was recorded
for different ¢, k, n, variance patterns and distributions.
This proportion estimation is the Type I error rate if the
means from the populations do not differ (p,=p;). The
predetermined alpha level was 0.05 in all simulations. Both
homogeneous and heterogeneous variance conditions
were considered. To form heterogeneity among the
population  variances, random numbers in the
samples were multiplied by  specific  constant
numbers (0=1,42,4/4,4/8) = A FORTRAN program was
written for Intel Pentium TIT processor to compute all tests.

RESULTS

Three groups: Empirical Type I error results of 50 000
simulation runs are given in (Table 1, 2). When k=3, the
distribution was normal and sample sizes were equal, BF
test, MBF test and AAF test had sumnilar and acceptable
Type [ error rates. MBF and AAF tests gave the same
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Table 1: Empirical Type I error probabilities () (%) when k=3

Normal (U;,0;) t(5) ¥ (3) Exp (0.75)

Distributions  1:1:1

Var. Ratio

SampleSize COC BF MBF AAF COC BF MBF AAF COC BF MBF AAF COC BF MBF  AAF
333 2311 291 279 279 22350 249 241 241 2874 26l 2.53 253 3071 197 1.90 190
6:6:6 1193 454 428 428 1241 374 346 346 1643 3.06 2.67 267 1891 2.7 224 224
9:9:9 89 489 463 463 945 413 381 381 1252 3.69 3.03 303 1451 320 250 230
15:15:15 T00 0 495 471 471 732 459 4.31 4.31 9.3 422 3.66 o6 11.00 382 314 314
24:24:24 554 491 478 478 609 479 434 454 7.79 457 4.06 4.06 9.02 446 394 394
30:30:30 516 493 486 486 550 481 4,57 4.57 730 464 4.26 4.26 8.05  4.35 379 379
34:5 1813 38 357 385 185 34 321 338 2314 309 2.79 291 2545 253 223 234
5:10:15 11.36 624 583 663 1212 585 5.35 596 1459 590 4.90 538 1565 549 4.50  4.88
10:20:30 849 6537 631 873 883 596 5.63 597 1112 o646 571 6.08 11.52 590 501 526

1:2:4
333 23.25 336 3.24 3.24 2297 3.02 2.88 2.88 29.79 314 3.03 3.03 32,95 3.07 2.94 2.94
6:6:6 1210 518 475 475 1171 427 379 379 1797 4.85 4.4 441 2079 4.89 424 424
9:9:9 882 316 474 474 867 473 430 430 1427 339 4.83 4.83 1620 5.13 445 445
15:15:15 6.51 325 470 470 6.69 486 429 429 109 5.50 4.83 4.83 1219 558 4.80  4.80
24:24:24 544 349 481 484 522 498 4350  4.50 8.75 571 4.90 4.90 947  5.67 490 490
30:30:30 523 321 463 463 548 530 4.61 4.61 7.92 563 4.88 4.88 832 550 488 4.88
34:5 le69 421 39 381 1684 375 340 317 2341 371 341 355 26047 29 2.63 285
5:10:15 881 648 542 542 989 616 520 510 1257 580 4.86 504 1489 544 435 4.69
10:20:30 a6l o644 5467 561 727 635 545 541 946  6.57 542 549 1116 6.59 550 562
543 19227 539 513 597 1830 429 406 475 2640 547 513 550 2856 5.80 532 538
15:10:5 1089 735 688 873 1008 615 578 722 1756 935 8.64 964 1989 960 8.69 964
30:20010 750 7.39 0 7.07 0 799 698 691 639 720 1224 9.04 8.40 903 1200 722 6.58  6.83
1:1:8

333 2892 345 529 529 2037 384 368 368 3571 6.87 6.60 6.60 3885 728 7.4 T.04
6:6:6 17.03 632 567 567 1801 532 463 463 2320 849 8.01 801 2625 946 8.89 889
9:9:9 13.32 623 529 529 1389 544 450 450  19.05 8.39 7.59 759 2143 956 8.90 890
15:15:15 11.07 660 521 521 1143 640 494 494 1492 790 6.81 681 1679 898 8.02 802
24:24:24 9350 686 536 536 1012 6.08 462 462 1270 804 6.72 672 1413 819 6.99 699
30:30:30 913 661 517 517 9354 649 488 488 1134 7.469 6.25 625 1291 792 6.59 6359
345 2254 364 500 461 2325 459 417 391 2880 6.88 6.39 642 3102 .07 6.64 687
5:10:15 1634 761 612 569 1820 7.01 5.61 534 1938 815 6.93 688 2130 833 724 734
10:20:30 1444 759 588 571 1595 748 58 574 1578 821 6.59 642 1651 863 7.07 697
543 2457 727 7.02 830 2410 584 559 660 3217 1039 1003 1088 3475 1139 1094 1lel
15:10:5 1460 867 809 1078 1439 777 718 941 2145 1240 1196 1401 2474 1475 1432 1607
30:20:10 995 910 76l 901 1012 831 697 825 1502 11.57 1065 1165 1682 1238 11.32 1250

results under all distributions and variance ratios when
the data was balanced. On the other hand, when the data
was unbalanced, results from these two tests were slightly
different. These results are consistent with Hartung and
Argac!",

The other tests attained similar and acceptable alpha
levels also. When distributions deviated from normal, data
was balanced and variances were homogenous, Type I
error tates for BF test, MBF test and AAF tests were
smaller than 5.0%, while Type I error rate for COC test was
greater than that. Tt may be suggested that one of these
tests (BF, MBF and AAF) can be used to compare
equality of means.

Under the conditions of moderate heterogeneity of
variances (1:2:4), balanced data and normal distribution,
COC test was able to approach the predetermined alpha
level only when the sample size was greater than 24 (Table
1). Other tests, especially the BF test was able to preserve
the alpha level except for sample sizes 3:3:3. MBF and
AAF tests resulted m acceptable alpha levels also except
for the sample sizes 3:3:3. Under the same variance
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conditions and using balanced data, COC test deviated
greatly from the predetermined alpha level when
distributions were chi-square (3) and exp. (0.75), even for
sample sizes as large as 30 (Table 1). Under these
conditions, the BF, MBF and AAF tests may be used to
compare equality of means.

Under the conditions of moderate heterogeneity of
variances (1:2:4), unbalanced data (direct pairing) and
normal distribution, MBF and AAF tests were closest to
the 0.05 alpha level. When inverse pairing was applied, all
the tests deviated greatly from the predetermined alpha
level, especially for the COC test. This was more
pronounced when variances were largely heterogeneous
(1:1:8).

Six groups: When there were six groups, variances were
homogenous and data was balanced, Type T rates were
similar to those when there were three groups for all tests
and all distributions except for the small sample sizes
(Table 2).
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Table 2: Empirical Type I error probabilities (o) (%6) when k=6

2

Normal (“001) t(5) w3 Exp (0,75)
Distributions 1:1:1:1:1:1
Var. Ratio
Sample Size COC BF MBF AAF COC BRF MBF  AAF COC BRF MBF AAF COC BF MBF AAF
3:3:3:3:33 3234 242 209 209 2053 1.98 1.63 1.63 4345 221 1.83 1.83 4783 165 136 1.36
6:6:6:6:6:6 1291 445 362 3.62 1147 3.82 2.94 2.94 21.59 313 24 2.4 2561 2.8 1.81 1.81
9:9:9:9:9:9 8.4 452 393 303 7.70 4.18 3.26 3.26 1540 400 276 276 1872 372 220 220
15:15:15:15:15:15 5.37 496 450 4.50 4.78 4.55 381 381 9.57 432 317 317 1233 429 2.8 283
24:24:24:24:24:24 4.15 517 4.8 4.84 3.91 4.96 4.18 4.18 T.18 4.53 362 362 8.60 441 323 3.23
30:30:30:30:30:30 3.67 479 455 4.55 3.64 5.00 4.35 4.35 6.19 4.82 400 4.00 7.78 479 372 371
3:4:5:6:7:8 1845 441 367 4.03 1625 3.66 2.73 3.08 2747 340 240 265 3258 312 193 223
5:8:11:14:17:20 8.86 573 492 538 7.79 541 4.35 4.84 1596 494 338 372 1869 469 313 338
5:10:15:20:25:30 7.58 646 570 6.30 6.89 6.05 512 5.61 1502 597 442 49 1732 591 418 464

1:1:1:2:2:2
3:3:3:3:33 3421 278 228 228 31.66 236 1.92 1.92 4568 217 175 1.75 5033 193 157 1.57
6:6:6:6:6:6 13.89 450 355 355 13.04 4.06 3.03 3.03 2432 369 259 259 2851 321 206 2006
9:9:9:9:9:9 9.64 529 43 4.3 8.21 4.46 3.30 3.30 1683 437 294 29 2046 406 244 244
15:15:15:15:15:15 6.16 550 478 4.78 571 541 4.19 4.19 11.80 479 3.30 3.30 1419 473 3.05 3.05
24:24:24:24:24:24 4.83 538 464 404 4.75 5.51 4.33 4.33 8.65 534 3981 39 10,18 488 341 341
30:30:30:30:30:30 4.37 560 485 485 38 5.61 4.59 4.59 7.76 524 39 39 8.81 521 3.8 380
3:4:5:6:7:8 1862 483 367 3.79 1734 4.13 3.05 314 2834 380 257 265 3192 325 1.4 203
5:8:11:14:17:20 8.88 617 501 511 8.14 5.51 4.08 4.25 1491 538 371 392 1824 520 326 346
5:10:15:20:25:30 7.88 790 646 691 7.20 6.48 4.95 5.24 1401 630 430 4.63 1648 589 3.8 407
8:7:6:54:3 1962 510 421 3512 17.23 382 3.01 3.63 3029 38 278 323 3476 382 259 34
20:17:14:11:8:5 10,99 649 553 6.39 9.38 571 4.59 5.27 1912 559 4.05 467 2223 554 38 4.39
30:25:20:15:10:5 9.90 778 6.74 781 8.90 6.89 5.62 6.58 1781 7.21 548 637 2120 713 518 592

1:1:2:2:4:4
3:3:3:3:33 3642 355 288 288 3399 256 2.06 2.06 47.09 269 220 220 51.8 250 216 216
6:6:6:6:6:6 1542 530 417 417 14.80 4.32 3.26 3.26 2602 414 289 289 3073 380 246 246
9:9:9:9:9:9 10,32 537 415 415 9.79 5.33 3.95 3.95 1956 5.00 340 340 2281 454 290 290
15:15:15:15:15:15 7.13 530 457 457 6.71 5.55 3.9 3.94 1339 576 394 3% 1572 556 364 3064
24:24:24:24:24:24 541 572 438 4.38 541 5.90 4.30 4.30 9.96 583 408 4.08 11.64 603 405 4.05
30:30:30:30:30:30 4.81 527 487 4.87 4.69 5.90 4.44 4.44 8491 6.21 446 446 10.65 631 420 4.20
3:4:5:6:7:8 1969 581 434 423 1858 4.76 3.35 3.28 2917 388 243 238 3395 372 225 223
5:8:11:14:17:20 9.64 665 506 500 9.61 6.18 4.23 4.20 1623 614 394 4.00 1863 567 341 348
5:10:15:20:25:30 8.30 732 559 559 8.24 6.96 4.93 5.00 1403 6.82 436 442 1674 687 443 454
8:7:6:54:3 2250 591 495 624 2072 4.69 3.79 4.71 3398 4.88 380 450 3925 4.8 361 417
20:17:14:11:8:5 11.90 719 592 7.09 11.00  6.00 4.72 5.63 2145 6.69 514 587 2549 697 515 587
30:25:20:15:10:5 1140 838 714 847 1026  7.56 5.9 7.42 1957 842 662 7.63 2309 863 654 754

Under small deviations from homogeneity of REFERENCES

variances (1:1:1:2:2:2:2), balanced data and normal
distribution, most reliable results were obtained from BF,
MBF and AAF tests. As the distribution deviated from
normal, Type I error rates obtained from the BF test were
closer to the predetermined alpha level compared to the
other tests. All the tests were affected from small sample
sizes (Table 2).
Simulation Results: Under the same conditions of
variance homogeneity, all tests were affected adversely
from the unbalanced data structure. This adverse affect
increased as the inequality of sample sizes increased for
all tests. As in the three groups, inverse pairing increased
the deviation from the alpha level 0.05.

When the heterogeneity of variances mcreased
(1:1:2:2:4:4), most reliable results were obtained from the
BF test (Table 2).
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