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Prediction Method of Machinery Condition Based on Recurrent Neural Networks Models
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Abstract: Tn order to overcome the disadvantage of traditional feedforward neural networks in long-term
prediction of machinery condition, a new neural model, so called the multi-step recurrent prediction model
based on recurrent neural network is proposed. A learning algorithm of recurrent model for long-term
prediction 1is also presented, which is supposed to obtain better predictions of machinery condition. The
feasibility of recurrent neural model 15 examined by applymng it to forecast a simulated time series and
predict the behavior of large rotating machinery. Experimental results revealed that the recurrent model
could achieve better prediction accuracy and provided cogent proof for realization of prognostic

maintenance.
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INTRODUCTION

Time series prediction is a major goal in many
research areas, e.g. biology, physics, business and
engineering. Especially it plays an mmportant role in the
area of engineering diagnostics. The ability to forecast
the behavior of large rotating machine system can
make enterprise obtain remarkable economic returnst'l.
Multi-step prediction is a difficult task and has attracted
more and more practitioners in past years. The aun of
this work 1s to develop a nonlinear neural model for
multi-step time series prediction schemes™” instead of
neural models based on the traditional feedforward
neural networks. The latter may present some
disadvantages in long-term prediction problem. In this
study, a new multi-step forecasting model based on
recurrent neural networks 18 presented and a
corresponding leamning algorithm is also studied The
prediction results for a simulated time series and
practical measured peak-to-peak values from the
vibration data of large rotating machinery all contribute
the improvement of prediction accuracy.

Models

Multi-step forecasting method based on feedforward
neural network models: The neural models most widely
used in time series applications are based on
feedforward neural networks with backpropagation
learning algorithm. This model usually constructs multi-

layer feedforward neural network, and then evaluate
function F by time series. These models consist of a
common nonlinear auto-regressing model appearing in
Equation (1), which 1s also called NAR Model. In this
case, The value at k+1 of this tune series 1s often
represented by d+1 Entries time series values x (k), L, x

(k-d), thus:
x Ity =F (x(k),..., x (k-d)) (1)

where, k represents the time variable, F 1s a nonlinear
function that defines this time series.

The common prediction method based on neural
network, namely the single-step neural network
prediction method, set up non-linear prediction model
of the newal network. The followmg prediction
equation represents the prediction model:

d
x(k+1) =Y £(oOx(k-i)+e i-0,...d (2)

where, f (x) is the non-linear function of input variable,
d+1 1s the number of mput nodes in prediction network.
Durimng the neural network prediction, the following
equation can be got from the prediction model:

R(k+1) i £(x)x(k-1) (3)

According to the prediction model, Fig. 1 shows
the structure of the Multi-step prediction based on
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Fig. 1: Multi-step prediction model based on traditional
multilayer feedforward neural networlk

traditional neural networks model. Using the predicting
value into the prediction model, the multi-step value of
the future can be got step by step. In this kind of multi-
step  predicting process, when the single-step
predicting result is got, there has being a predicting
error which can be expressed as:
Gy = X1 R DY )
During the course of inference, using %(k+1) and
the following predicting value as the mput of the
network leads to the mput error and as the increasing of
the predicting value, the accumulating error increases
rapidly, which cannot ensure the accuracy of multi-step
prediction.

Multi-step prediction model based on recurrent neural
networks and its learning algorithm: In this section, a
multi-step prediction method based on recurrent neural
networks 1s mtroduced. The recurrent neuwral networks
used to build up the multi-step prediction model consist
of adding feedback connections from the output neuron
to the mput layer, which memorize previous prediction
values™. In this case, parameters of the multi-step
prediction model are determined to minimize the error
along mterval [k+1, k+h+1], where, h 1s the length of
multi-step predicton Thus, the model 13 trained for
long-term prediction.

Description of multi-step recurrent prediction model:
In order to overcome limitation of traditional
feedforward multi-step prediction model and make full
use of the input vectors to the model, a new multi-step
prediction model based on recurrent networks 1s built
up™”. The recurrent network is constructed by starting
from a multilayer feedforward neural network and by
adding feedback connections from the output neuron to
the input layer as shown in Fig. 2.
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Fig. 2. Recurrent network architecture:ineural network
is divided into three parts: input layer, hidden
layer and output layer. Where, represents the
network output and 7Z7' is an operator that
delays by I terms the network output sequence.
The input layer is composed of two groups of
neurons. The first group acts as the external
inputs to the network gathering the original or
measured time series data. The second group 1s
formed by the context neurons, which memorize
previous output of the network

Introducing the vector C(k) [Clk) = (C, (k)...., C, (k)]
to indicate the activation of context neurons, each
component 1s calculated as:
C(ky=Z'(&(k+h+1) =&(k+h+1-1) 1i=,1...,h (5)

Assuming that the prediction length 1s fixed to h,
and that at instant k the goal 1s to predict the time series
values at instants k+1, k+2.. kth+1, the number of
input units decreases from dt1 to dt1-h and the number
of context neurons increases from 0O to h, respectively.
Thus, the sequences received by the external inputs
and the context neurons, at every instant k, are given
by the following sequence:
1. The number of context neurons is imtialized {rom
zero, which will be included in the external mputs
accordingly.
The future mstants k+I for I=2, k, h+1 are not real,
but simulated. Now the mput umts receive the
vector x (k+1),...x (k-d-1) and the (i-1)-th context
neurons memorize the previous i-1 outputs of the
networlk, 1.e.:

C k) =%ik+i-1)... C_,k)=%k+1) (6)
The external mputs and the context neurons are
resettled.
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Learning algorithm: Below are the complete training
procedures of a multi-step recurrent prediction model.
At each mstant k, starting with k=d:

Step 1: The number of context neurons is initialized to
zero. dtl external input neurons are one set receiving
the measured values of the time series, x (k)...., x (k-d).
The output of network 1s given by following equation:
R(k+1) =F(x(k),.. .x(k-d),W,) (7
Step 2: The number of context neurons 1s mereased in
one unit and the number of external units is decreased
also in one unit. The context neuron memorizes the
output of the network previously calculated, %{k+1).

Thus the predicion at the
k+3,.. Jetht] is given by:

simulated  1instant

%(k+2) = F (k(k+1),x(k),....x(k-d+1),W,) (8)

Step 3: Step 2 is repeated until h context neurons will be
achieved. The output of the recurrent model at
simulated instants k+3,.., kth+l are given by the
following equations, respectively:

2(k+3) =F(&(k+2).&%(k+1), ©9)
x(k),..,x(k-d+2),W,)
%(k+h+1) =F(&i(k+h),...,&(k+1),
x(k),...,x(k-d+h), W,) (10)

Step 4: The parameter set of the model, W,, 15 updated
by following the negative gradient direction of the error
function given by:

ek +1)=2 0, (x(kois D -x(kois DY (1)

In order to avoid the long computational effort
required by dynamic back-propagation rules when the
prediction length 1s high, the updates of the parameters
are realized using traditional backpropagation learming
rule.

Step 5. At thus moment the time variable k 1s mcreased
1 one unit and the procedure 1s returned to Step 1.

The procedure is repeated for the complete training
set until it reaches the convergence.

Experiment

Experimental verification and engineering application:
The experimental verification was conducted by two
time series: a simulated time series produced by the
logistic map and a practical time series consisting of
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vibration peak-to-peak value measured from large
rotating machine. In order to measure the ability of this
multi-step prediction model, the mean square error, also
called prediction error, has been utilized:

Y-k
E-—— ¥ (x(k+h+1)-&(k+h+1))? (12)

IN
where, h is the prediction length, x (ktht+l)and

%(k+h+1) are the real and predicted values of the time
series at instant k+h+1; N 15 the number of patterns.

Prediction at the logistic map: The smmulated time
series 18 given by following equation:

x (kt1) =Ax o) (1-x (k)),
When A =397 and x (0)=0.5 (13)

The equation describes a strong chaotic time
serials and we mmtialize parameter k from k = 0 to k =100
Table 1 and 2 show the prediction errors of two models
over the traming data and predicting data, respectively
and Fig. 3 and 4 display the multi-step prediction curves
of two models, respectively. Tt is evident that multi-step
recurrent prediction model’s prediction accuracy 1s
much higher than that of traditional model.

Remark 1. Traditional model (3-10-1) means that the
number of input layer 1s 3, the number of hidden layer is
10 and the number of output layeris 1.

Table 1: Logistic time series: prediction errors over the training data

Length h Traditional model (3-10-1) Recurrent model (7-15-1)
0 0.0015 0.0015
4 0.0550 0.0130
7 0.0850 0.0135

Table 2: Logistic time series: prediction errors over the predicting data

Length h Traditional model (3-10-1) Recurrent model (7-15-1)
0 0.002 0.002
4 0.072 0.015
7 0.105 0.026
12 — Real values
- Predicting values

0 T T T L) T L) ¥
50 51 52 53 54 55 56 57 58
/8
Fig. 3: Traditional —multilayer feedforward neural

network model predicting the logistic map at h=7
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Fig. 4: Multi-step recurrent prediction model predicting

the logistic map at h=7
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Fig. 5: Traditonal Multilayer  feedforward neural

network model predicting the real data at h=7
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Fig. 6; Multi-step recurrent prediction model predicting
the real data at h=4

Long time prediction of machinery condition: Trending
method 1s well known in condition monitoring of large
rotating machinery™”. Moreover, in monitoring
systems the peak-to-peak values of vibration signal is

used as the trending object to supervise if there is any

Table 3: Real vibration data: prediction errors over the training data

Length h Traditional model (3-10-1) Recurrent model (5-11-1)
0 0.0010 0.0010
4 0.0350 0.0095

Table 4: Real vibration data: prediction errors over the predicting data

Length h Traditional model (3-10-1) Recurrent model (5-11-1)
0 0.0030 0.0030
4 0.0160 0.0050

change in vibration condition of machine. Such a
trending method is advantageous to improve the
pre-warning ability of condition momitoring system.
Accordingly, we use multi-step prediction method to
monitor the tendency of peak-to-peak value with time.
Figure 5 and 6 show the traning and predicting trend of
peak-to-peak value of this machine with month by using
two models and Table 3 and 4 show the prediction
errors of two models. The results show that the
multi-step recurrent prediction model possesses a better
predictability than traditional model.

CONCLUSION

In this work, the multi-step prediction model was
constructed and presented a learming algonthm based
on recurrent neural networks. Then we applied the
model to a simulated time series and long time
prediction of machmery condition. The result showed
that the predictive ability of multi-step recurrent
prediction model contributes to the improvement of
prediction accuracy than the traditional multilayer
feedforward model m multi-step prediction.
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