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Abstract: In this study, a software prepared by using pattern recognition method then the mathematical
function of Bemstemn method 1s applied to this software. When compared these two softwares 1t 1s find out that
the rate of recognition of the Bernstein function applied software is higher than other. But the speed of voice
recognition is slow than other software. In addition to that Character sounding of a vector, which is very
important in vocal commands and the pre-operations that will be done on the voicing is given with its details.
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INTRODUCTION

Speech command recognition provides important
advantages for the communication between human and
computer. It 13 so easy to obtain a speech command
data. It does mnot require a special talent such as
keyboard and the other storing data methods. By using
speech command it can be too fast to transfer texts to
the electromc form. It supplies free movement and
the practicability of using hands to the
(Mengtisoglu, 1999).

The first step for recognizing the speech command of
computer 18 to transform voice signals into statistical
form, to take the real character of the sound out of the
signal, to make recognition procedure by inserting in
formation obtained into recognition procedure. In the
speech command to recognition procedure, the transfer of
speech command to the computer by microphone 1s the
first rank. By transforming the voice into digital form, it
has been ready for windowing, filtering and other
analysis. By these procedures noise existing m voice and
refining the voice from the elements which are dependent
on the person as depending on the using area certify.

The methods below are used definitely in speech
recognition (Dogan, 1999).

Uusers

+  Pattern recognition.

¢  Hidden Markov model.

*  Dynamic time compressing.
*  Nevre webs.

There are two voice vectors which are removed
especially mn the pattern recogmition method. The
similarities and the differences of the vectors, vice versa,

are determined by using various distance measurement
methods. The first step in the pattern recogmition
procedure is to apply some preparations to the raw voice
data. In this study, as different from the normal pattern
recognition procedure, after the voice has been
transported preparations Bernstein function 1s applied to
the statistical voice data obtained. The digital voice data
which have been applied Bernstein function come closer
each others and this situation mcreases the recogmtion
performance. The purpose of this study increase the rate
of recognition of processed voice data by applying
Bernstein function.

BERNSTEIN METHOD

In the branches of mathematics for example
approximation theory, probability theory, number theory,
the solution of the integral and differential equations and
the others, Bernstein Polynomials is used for important
applications (Heitzinger and Selberherr, 2001; Babu et al.,
2002; Groetsch and King, 1973; Biiyikyazic1 and Ibikli,
2004). The reason for common application 1s the simple
structure  of the Bernstein Polynomials. For any
continuous function defined on [0,1]. Bernstein
Polynomials, are defined (Dogan, 1999) (Fig. 1).

Bn(f;x)—if(k){ank(lx)“'k, 0<x<1 (D
i nlk

Andall €= 018 given, for any x € [0,1], ny = n; (&) number
can be found for satisfying the mequality

n=n,(e) (2)

Bn(f;x)ff(x)|< g,
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Fig. 1. Approxmmation of f = sin(2nx) by Bernstein
Polynomials
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Fig. 2: Overview to the speech recogmtion

PREPARATION IN THE SPEECH
RECOGNITION

There are a lot of pre-processes from taking voice
signal occwrring speech recognition to model speech
recognition procedure. If we approach the recognition
procedure with the preparations 1z used m speech
recognition by a basic overview. The method obtained is
seen in Fig. 2, step by stop and generally (Dogan, 1999).

PLANING THE SPEECH RECOGNITION
SOFTWARE

The software developed in this study recognizes the
limited words as dependent on person by applymng
Bemstemn function to the pattern recogmtion method. In
the software, at firstly the user forms dictionary database
with the words which she/he wants to be recognized.
Software applies Bemstein function to the words that
speaker said and all the words in the database during

Fig. 3: General movement figure of the developed
software

word recognition. Then it makes the comparison
procedure and tries to the resembling proportion of all
the words i the database one by one and shows the
word whose measurement is the most as found word. If
there is an order or a program that is wanted to be worked
depending on the found word, it works it. The most
general movement figure of the developed software 1s
shown (Fig. 3).

Taken the voice into computer: The microphone 1s used
to be taken the voice mto computer, digital form. When
the voice is taken into computer, the record procedure of
audio 1 18 used. Codes of record procedure are given
below;
procedure Tforml.Audiol Record(Sender: TObject; LP,
RP:pointer;BufferSize: Word),
begin
defa: = defa+1,
if defa = 1 then listel .items.add('Basgla’) else listel.
items. add(inttostr(buffersize)),
gercekses: = Ip; Veriyikutupla(lp,sonsize);
if kutupkont Checked = true then Venyigoruntule
(sayisalsessinyaliimagel sonsize);
Enerji; sesyakala; end,

One of the
elementary representations of voice signal 13 to show it
with its power (Tkizler, 2003). Signal evaluation method
used frequently in speaking recognition systems finds
the wave power which 1s counted as the sums of square
every point of the wave or its density ina

Voice power calculation procedure:

values m
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Fig 4: The power of word save

determined tme window (Akcay, 1994). This energy is
caloated with short term energy fornoda. This energy
walue is used to calewd ate the energy that voice signal has
ina determined time (Qiang and ¥V owred 19987 (Fig. 4.

[l
Sum of Seuare Energy: E =" x(1)* (3

The procedure of capiuring veice: Itisveryimportard
to determine the woice directly in noisy positions. Before
developing a new program about speech recognition, it
fieeds to  have an  affective parting  techrdeue
(G anapathirajuefal, 19961 W ong determination of voice
enidit point i speech recogrition has two negative
effects: The first, recognition default ocours because of
the determmination of voice ending frortier. The zecond,
when woice frontier iz determined wrongly, cdodation
procedure increases because the sections without voice
joity the citcuit(Ving ef af, 1993,

The procedure of establishing voice beginning and
enmding: To establish woice begrming and ending it is
fieeded tolook at the energy walue calodated. Mindmum
energy  threshold walue and this threshold walue’s
cortitnaty during how many samples moust be determined
This procedure is made in program sample mumber is
determined as 100 and threshold -ralue is determined
as 40. The best walues catn be found by experimerta
method. Program looks at energy walues by beginring a
determined point and if 100 energy value is owver level
40 in remaining, it means that voice begrming is found.
After wvoice begitming has determined. Seshitara sub
program is called to findwoice ending,

When woice ending is found energy walues are
looked again The reduction of energy walue under
determined marimum ener gy threshold walue in program
determines that the wvoice has firished has determined
sathple ramber in program. These taro param eters benefit
from woice capturing contr ol window inprogram . Defaalt
walues of these param eters are 50 and 40 in other words,
chating 50 samples energy reduce s under level 40, it means
that woice endinghas established

Preemhasis filter: V ciced explanati ons have b gh energy
values for Low frequencies. The filter called as preemhasis
is uged that the compounds in low frequency don'’t mask
those in high frequency (Artaner, 1994).

Preembasi= filter is vsually explaine d with the relation
in egpuality 4.

P(z) = 1-pz-1 ()

B sguated chatges between 0.9 and 0.95 (Burrows, 19967
z- represerts standart delay (D ofan, 19987,

Program codes written connected with Preembasis
filter are giwen below.
Procedwe preemhasisfilter (veriipointer; sizeinteger,
katsan real),
vt
preembas slipoirderinte gerdizi; integer;
begin
preemhasisli: = weri;
if preemhasigi®0]=10 then preemhasigli™[07]: = 0,
for i = 0to size-1 dobegn
preemhasigli®[i+1]: = round(preembas sli®[i+1 ]-
Kt savd *preembas slif[i]);
end, end,

Windowing: Captured voice datam moast been window ed,
taken of a determined part for mandpod ati on with Fourier
Analysis. This part taken must be the portwlich explains
the smallest meaning part and be as Fowder Analysis
Caleuation in short time, This time i3 generally 30 min
(Dogan, 1999, Voice signal graphs, applied rawr voice
gdgnal and Hamming windowing are shown in Fig 5.

Fast fourier transform (f#i): Fast Fourier Transform (£1T)
divides wolce signal into frequencies formed. A normal
volce signal is fortmed by comtecting voice in warious
fregquencies such as the colors The raw form of voice
signal receives different images although nunan saysthe
sattie word By the way it is difficult to perceive volce
sigral with its rawr cuality (titne and amplitude). For this
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Fig. 6: (a) Raw voice signal and (b) voice signal applied FFT

reason, voice signal is manipulated in various forms and
1z tried to be recognized by this way. FFT 1= one of these
techniques (Aydin, 2005) (Fig. 6).

Autocorrelation function: Autocorrelation function 1s a
function that generally discovers main frequencies and
makes recognition easy (Dogan, 1999). Discovering
character frequency in noisy environments is the key
technicque to correct voice. A lot of developed speaking
systems, the nghtness of discovenng character frequency
depend on the quality of voice directly after the correction
procedure. Autocorrelation funchon supplies the best
performance in noisy environments (Kobayashi and
Shimarmura, 2000).

In the developed program about speech recognition,
Blackman-Tukey autocorrelation distance iz uszed And
Blackman-Tukey autocorrelation distance 15 as in equality
5 (Dendnnos and Carayanms, 1998) (Fig. 7).

H-1-k

R(k)=(L/(N-Kk) 3 x@).xG+k) )
i=0

Recognition: It 1s the section where the comparison of
manipulated voice of the speaker has spoken with the
signals has in database by
mamipulating before. In these sections as different from
normal pattern recognition, Bernstein function is applied
to all reference signals in database and to voice signal the
spealcer has spoleen. Then comparison procedure 1s made
and is tried to be found the clozest reference signal. If
finding proportion 1z lower than 85%6 it means that the

source been saved

word hasn’t found Subprogram applies Bernstein

function to voice data 15 given below.

Procedure Tformcath bernstein(mzeinteger);
Var pencer e pencsay penbuy tuti x ne:integer;
wyennennteger;kiinteger;fe gerarray[0..5000] of integer;
begin
for k: =0 to size do begin
fe[k]: = fftalan[k]; ge[k]: = ffialanokunan[k]; topl[k]: = 0;
topg[k]: =0;
end;
penbuy: = 256;pencere: = size div penbuy;
for pencsay: =0 to pencere-2 do begin
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Fig 7 (a) Raw woice signal and (b)) signal applied autocorrel ation function

forz =0to 100 do begin

iyetine =10;

for 1; = pencsay*penbuy to pencsay*penbuy-+penbury-

1 dobegin

topl[i]: = topl[i]+binormal (penbuy, ivenne)* ustal
((z'penbuy), iyenne)*ustal ({1-(z'penbuy]), penbuy-
iyenne)*fe(1];

topg[i]. = topgfi] +hinomia Wpenbuy, tyerine)® ustal
({penbuy), iyeriney*ustali( 1 -Co'pentry)), penbuy-
iyerne)*ge[1];

incivenine); tuti: =1; end; end;end;end;

There are various distance mea surements that can be
used when calculating the resemblance of voice signal . In
the progratm that we have developed, Oclid measuretment
1z uzed. Oclid measurement 15 the most used method. Itis
to find the geometnc measurement between two points in
vertical coordinate systern. Oclid measurement 15 defined
as (Alkcay, 19947,

d@imma@@i—w*

The woice sgnal wihich i going to be defined
compares vath the reference signal in databaze by using
Oclid measurement. In this procedure, Oclid measurement,
for every window, 15 calouated by dividing of two woice
signals mto the window eight times hgger than nomnmal
wandow munber. If caloulated Oclid value 15 smaller than
the reception threshold wvalue detenmined in program,
found wandow number 1= increased one value more. The
procedure is rrade for every window At last resernbling
percentage 15 calculated by the forrmila of

(6]

F oand wrind o M o,
Totalwindow Wao.

Resembling (% = wlon (7

x

word*** Bulma Orami=97,5

Tarmam

Fig & Thetresembling propottions of voices

After these procedures, program gives if the voice
hasidentified or not, 11t hasidentified in how percentage
proportion it has identi fied and which word has identified.
If 1t wants an order dependent on the found word can be
worked. For ezammple, by the word, the word program can
be wotked Besides it lists that resembles in how
percentage proportions for every references registered in
datahase InFig & the recognition percentage of the word
by the program i described as:

CONCLUSIONS

In this study, a software about speech commmand
recognition has been developed and Bernstein function
that is a mathematical function to pattern recognition
method has been applied Cotsequence of the study,
recognition proportion of wvoiced explanations of software
as depending on person has appeared much higher than
pattern recogmtion method applied wiathout Bemstein
method. Besides when the words are sometimes rixed
each others in normal pattern recognition method, the
words are not mixed each others in pattem recognition
method applied with B emstein function together.

Despite speech recogmtbon software applied
Bemstein function recogrizes woiced explanations in a
very good level program wvelocity becomes slow and
replying period increases because of increasing,
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In developed speech recognition software if
resembling proportion 1s over 85% it means that the voice
has recognized. In this software, according to the trial
results done separately for single illustration the lowest
recognition percentage has appeared 100%. Besides
when the 1llustration in database increases, recognition
percentage and resembling proportion increases,
recognition performance too.
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