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Abstract: In this research, we present a Group Decision Support System (GDSS) based on web technology,
which can be used n asynchronous mode from group members. It supports small collaborative groups in
classification decisions, implementing a supervised multicriteria methodology. A facilitator, who defines
necessary parameters and initiates the procedure, coordinates the entire operation. Next, members evaluate the
proposed parameter set and express their preferences in numeric format Aggregation of individuals’
preferences 1s executed at the parameter level by utilization of OWA operator and a group parameter set 1s
produced which is used as input for the classification algorithm. A multicriteria classification algorithm is used
for the classification of actions (people, projects ete.). Finally, group members evaluate results and consensus
as well as satisfaction mdexes are calculated. In case of low acceptance level, parameters are redefined and
aggregation phase 1s repeated. The system has been utilized effectively to solve group classification problems
in business environment. The overall architecture as well the methodology is presented, along with a sample
application. Empirical findings from GDSS application and the methodology provide evidence that it is a valid
approach for similar decision problems in numerous business environments, mncluding production, human

resources and operations.
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INTRODUCTION

Group decision making has become an essential
component of strategic planning and operations for the
majority of today’s orgamizations and enterprises. Since
complexity of business environment requires sufficient
knowledge from a wide range of domains, contribution of
a team of experts with key sklls 13 the only way to achieve
efficiency in decisions. In order to support groups’ needs,
researchers work on developing tools and methodologies,
ranging from collaboration technologies to decision
support systems. However, group decisions are quite
more complex compared to single decision making, since
a number of contradicting factors are mvolved such as
individuals” personal opinions, goals and stakes resulting
in a social procedure, where negotiation and strategy
plays a critical role. Group decision making in real
business enviromments raises also some  1ssues
(Karacapilidis and Gordon, 1995) such as conflicting
individual goals, not efficient knowledge, wvalidity of
information and individuals’ motivation.

Research m decision support systems targets
towards supplying decision makers with appropriate tools
to assist them in optimizing their decisions. Group

decision support has received sigmficant attention due to
its application to various business domains. Since a
decision support system has to reflect decision malkers’
preferences or decision model, building an appropriate
Group Decision Support System (GDSS) 18 not a
straightforward process. Moreover, a number of issues
such as individuals’ preference modelling, negotiation
protocols and coordination, have to be considered.
Collaborative and negotiation methodologies and tools
have been developed in order to support groups,
depending on whether group members share a common
goal or support individual geals. Technologies acquired
for developmng a GDSS tend to follow advances in
Information Technology, resulting in recent advanced
systems. Incorporation of web technologies nowadays,
for example, can support collaboration features, which
could not be mmplemented m the very early GDSSs.
Focusing on mtegration of multicriteria analysis
within group decisions, we performed a detailed swrvey of
relevant approaches and especially on GDSSs. In Table 1
we present an overview list of research works, which
demonstrate mtegration of multicriteria analysis within
group decision environment and utilization of multicriteria
analysis in GDSSs. An extensive review of multicriteria
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Table1: Group decision support system incorporating multicriteria
methodologies

Multicriteria methodology References

Multicriteria mathematical programming  Kersten (1985)

Utility theory Jarke et ad. (1987)

AHP, ELECTRE Bui (1987

Satisfying framework
Alternative Evaluator tool

AHP

Multicriteria mathematical programming
SMART

Utility theory

ELECTRE xon PROMETHEE
PROMETHEE

AHP, Utility theory

AHP

Utility theory

AHP, ELECTRE, PROMETHEE-2,
Compromise prograrmuming
Multicriteria math. programming
Multicriteria math. programming
Utility theory (MAUT)

Fuzzy integrals

AHP

AHP, PROMETHEE, MAUT
AHP, PROMETHEE I

Utility theory

Lewandowski (1989)
Nunamaker et al. (1991)
Carlsson et af. (1992)

1z (1992)

Quaddus et al. (1992)
Vetchera (199

Colson and Mareschal (1994)
Espinasse and Pauner (1995)
Caaki et af. (1995)

Noori (1995)

Rangaswarny and Shell (1997)
Raju and Kumar (1998)

Teckle et ad. (1998)

Tu et af. (1999)

Kim and Choi (2001)

Deer et al. (2001)
Vihakapirom (2002)
Geldermann et ai. (2003)
Genova ef al. (2004)
Pongpeng and Tiston (2003)

AHP, ELECTREIII, SMART Cil et al. (2003)

analysis mtegration within GDSSs 1s presented by
Matsatsinis and Samaras (2001). However, from analysis
of existing approaches, we 1dentify that the majority of the
approaches provides support to choice decisions and
web technology utilization 1s relative low. In addition,
there is lack of support for group classification problems,
although such problems occur within group settings, in
production and financial domains.

Considering the above, we argue that i the case of
group classification problems, multicriteria analysis
provides a structured way for problem formulation and
guides members to understand all the requirements
effectively and express their preferences reflecting their
decision model. To support this, we developed a
structured methodology for group classification decisions
which is based on multicriteria analysis and a GDSS,
which implements it. In brief, the objective 1s the
assignment of a set of actions (people, numbers etc.) to a
number of predefined categories, according to their score
on a set of evaluation criteria, by a group of decision
makers. Imtially group facilitator proposes a set of
parameters. Group members evaluate the proposed
parameter set and express their preferences in numeric or
linguistic format. OWA operator (Yager 1988, 1993)
aggregates individual preferences and a group parameter
set is produced which is used as input for a supervised
multicriteria classification algorithm. Fmally, group
members evaluate results and consensus as well as
satisfaction metrics are calculated. In case of low level of
acceptance, group members redefine problem parameters
and aggregation phase is repeated.
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The overall architecture of the GDSS was based on
web technology in order to be easily mtegrated within
existing business infrastructure. We followed a layered
approach, mmplementing concepts from Service Oriented
Architecture (SOA), aiming to provide a subset of the
functionality of the GDSS in terms of Web Services. The
GDSS has been applied in business environment and
evaluated by decision makers, operating within the
environment of a Greel bank, supporting financial
decisions. Empirical findings from GDSS application have
been analyzed and enhancements have already been
incorporated 1n order to improve existing functionality and
provide additional features. Regarding the overall
methodology, findings provide evidence that it is a valid
approach for similar decision problems in numerous
business environments.

In this research we, present the methodology and the
GDSS, as well as an illustrative example of a real world
application along with empirical findings on GDSS
evaluation. Following the introduction in group decisions
and multicriteria analysis we present the group decision
multicritenia methodology as well as the architecture of the
developed GDSS mentioning key features of the system.
Next we provide data from methodology and GDSS
application in order to illustrate its usage and applicability
and conclude with discussion on evaluation of the system
as well as findings from its operation in real business
enviromnmernt.

MATERIALS AND METHODS

In general, multicriteria analysis can be incorporated
as a method to model preferences and facilitate decision
making within a group of decision makers. Modeling
group decisions within multicriteria setting can be
formulated under two major directions. In the first
approach, individual multicriteria models are developed,
which capture mdividuals’ preferences. Each group
member formulates a multicriteria problem defining the
parameters according to her preferences and solves the
problem getting an individual solution set. Next, separate
solutions are aggregated providing the group solution. In
the second approach, one multicriteria model is developed
for the entire team. Each group member provides a set of
parameters, which are aggregated by appropriate
operators, providing finally a group parameter set. Upon
this set the muticriteria method is applied and the solution
expresses the group preference. Each approach poses
both positive and negative aspects depending on the
aggregation operation, which 13 followed. Cur approach
follows the second direction, calculating a set of group
parameters, which 1s used as input for the classification
algorithm. OWA  aggregation operator executes
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aggregation of individual preferences. Tn this section we
present the methodology as well as the overall
architecture of the developed GDSS.

Imtally, we present the multicritenia algorithm for the
classification. The algorithm is based on the concept of
inclusion/exclusion of an action with respect to a
category. In general, the classification problem that we
want to solve is defined as: Having a set of actions
(e.g., projects, people, numbers etc.), a set of non-ordered
categories which are defined by their least typical
representative  (entrance threshold) and a
evaluation criteria, assign actions to categories with
respect to their score on the evaluation criteria and the
mclusion/exclusion concept.

Inclusion/exclusion from a category is determined
by evaluating the fuzzy inclusion degree of the action
for the specific category, following the concordance/non-
discordance concepts as used in ELECTRE ITT method
(Roy, 1991). Categories are defined by an entrance
threshold, which can be considered as the least typical
representative  action that the
requirements. The objective of the algorithm is to classify

set of

satisfies inclusion

actions to categories 1n a way to consider
mclusion/exclusion concept.
0,
(a)— g, (b - qlg,
C,(a,b" = 8;(a;) —8,(b") Q(g’)e[o,l],
plg) —qlg;)

das:

Cla, b") = 3w, *C,(a,b")

=l

Where, w; is the importance weight of criterion g;.

Fuzzy inclusion degree: The inclusion/exclusion concept
defines at what degree an action can be included in a
category or excluded from it. In order to utilize this
concept for classification of actions, we define the fuzzy
inclusion relation. Fuzzy inclusion relation P(a, b) i1s
defined as a binary relation between an action a and a
category threshold b According to the concept of
inclusion/exclusion and considering category thresholds,
an action a, is preferred over a threshold b* {and can be
thus included in the category C*) if there is a majority of
criteria supporting preference of action g over threshold
b" and there is no strong opposition to this. In order to
evaluate the relation P(a, b) we utilize concordance/non-
discordance principle, defining appropriate mndexes as
follows:

A criterion 1s said to be concordant if it expresses
agreement about classification of action & to a class
b". For the evaluation of concordance per criterion,
we define the partial inclusion index for action a, and
criterion g as C; (a, b"). In order to overcome
imprecision in definition of data, we define two
discrimination thresholds q(g) and p(g) for each
criterion, resulting in three areas of values as follows:

g(a) <g (b" +qlg)
g,(b"+qlg) <g (a)<g " +plg) (1

g;la) = g](bh) +plg;)

For the evaluation of concordance degree for all criteria, we define the comprehensive inclusion index for action a

(2)

In some cases a criterion can express negative judgment about classification of action a; to a class C* More

specifically, a criterion g; can express a significant opposition to action’s a, preference (or inclusion) over thresheld
b". In this case the criterion is discordant with the inclusion relation between action a, and threshold b®* We define
a discordance index D, (a, b") for every criterion, in order to measure the discordance degree. To handle imprecision,

we define a veto thresheld v(g,) for each criterion as the minimum value which is incompatible with the assertion that

the criterion is discordant with the inclusion relation, resulting in three areas of values as follows:

0,
g,(a,)-g,(b") - p(g;)

Pifa. b= v(g,)-plg,)

[0,1],
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g,(a,) < g, (0™ + plg,)
g,(b") +pg) < g (a) <g,(b™) +v(g,) (3

g,(a) 2 g, (6" +v(g,)
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Utilizing the concordance/non-discordance principles
we define the comprehensive fuzzy inclusion relation
aggregating the mclusion relations (Eq. 2) weakened
by discordance (Eq. 3) as:

o o n 1-D (a=bh) (4)

= * 1-1

Pla,b")=C(a,b%) g(il-C(a‘,b“))

+  Finally, we define the fuzzy inclusion degree as:
v(a,,C) = P(a,,b") (5)

Classification methodology: The methodology for solving
group classification problems using the fuzzy inclusion
degree as defined above 1s comprised of the followmng
phases:

Problem definition: Tn this phase Facilitator initiates the
decision problem, defining all appropriate parameters. Tn
details:

Basic parameters: Initially, facilitator defines a
number of basic parameters, related to classification
problem such as the number of group members, the
number of categories, the number of criteria and to
the

satisfaction and acceptance levels. These levels

results assessment such as coLsensus,
define mimmum required levels for the group
decision. In case they are not satisfied, a second
round is executed with modification of individual
preferences.
Members: Facilitator defines group  members
M= {m,, m,, ..., m,} and all necessary contact details.

Categories: Facilitator defines the set of categories

Q = {C¢, C% .., C" for the classification of
alternatives.

¢+  Evaluation criteria: Facilitator defines the set of
evaluation criteria F = {g,, g,, ..., g.} according to

problem requirements.
Criteria weights: Facilitator defines the criteria

welghts.
*  Alternatives: Facilitator defines the set of
alternatives A = {a,, a,, ..., a,} for classification and

defines their performance on the evaluation criteria
Va, g(a) = (g, (a), gLa), ..., g.(a)).

Entrance thresholds: Facilitator defines appropriate
entrance thresholds b” for each category Q = {C*, C%,
... C*1 and defines their scores to evaluation criteria
g,(b").

For each threshold facilitator defines preference,

ndifference and veto thresholds.
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Training set: Facilitator defines a subset of
altematives as training set, in order to evaluate

parameters’ accuracy.

After the initiation of the parameters, facilitator
commurmicates through the GDSS with group members
informing them about the problem and asking them to
submit their preferences.

Aggregation of individuals’ parameter sets: [n this phase
group members express their preferences on the proposed
parameter set. Member preferences are expressed or
converted in numeric values. For the aggregation of
values we utilize the OWA Operator (Yager 1988, 1993).
Aggregation of member preferences is executed for the
following parameters.

Criteria: Group members express their acceptance on
each proposed criterion in a five point scale and their
preferred weight in numeric value.
Alternatives: Group members express their
acceptance on alternatives’ performance or submit
their preference in mumeric value.

Categories: Group members express their acceptance
on each category definition and submit their

preferences on category thresholds i numeric value.

For the aggregation of values we execute the
following procedure based on OWA operator
(Yager, 1988, 1993). It p, is the value of a parameter defined
by ith decision malker, then the aggregated group value ¢
of the parameter 1s defined as:

¢w(p1="'7pn) = ZWJ Pay
i=1

Where, 0: {1, ..,n} — {1, ..,n} s a permutation such
that, p,g>Pagey 71 = 1, ...0-1 p,g is the ith highest value of
iPuopat set. Weights W = (w, ..., w,) with w; € [0,1],

Zn:wj _1 are given by the following expression w, = Q(1/n)-
i=1
Q((i-1)/n), T =1, ..., n, where, non-decreasing proportional

quantifier’s Q membership function is given by the
following expression

0, ifr<a

(r—a) .
Qn=1——, ifa<r<b

b-a

1, ifr=b

a, b, r € [0,1]. For our system we select the following

values which represent the concept of fuzzy majority
(a, b)=(0.3, 0.8).
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Next, facilitator proceeds with validation of members’
mput and aggregates the values. Parameters with low
acceptance level are marked and are subject to review if
final results are not acceptable by group members.

Classification algorithm application: After the problem
formulation and parameter aggregation, the following
steps are followed for the set of actions to be classified
using the group parameter set as input:

For each action & we calculate the fuzzy partial
inclusion relations (Eq. 1) over all thresholds b" and
categories C"

For each action a, we calculate comprehensive
mclusion relations (Eq. 2) and the discordance
indexes (Eq. 3) over all thresholds b" and categories
o

For each action a; we calculate fuzzy inclusion degree
for every category C" (Eq. 4).

We Assign action g to the category for which
the fuzzy inclusion degree is the maximum a; € C" =
(a, C) = max{y(a, C")ie[l, hl}.

Classification algorithm is initially applied to the
training set, as it has been defined by group members.
Classification 1s executed by facilitator and group
members are informed to assess the results. Then, each
member expresses her preference on the results m a five
point scale and in case of low acceptance level facilitator
executes a second round of parameter definition from
members in order to calibrate the model. When training set
classification 1s acceptable, facilitator proceeds with
classification of entire set of alternatives. In case of low
acceptance level after the second round, facilitator
terminates the process in order to revise the problem with
stakeholders. Classification algorithm 1s finally applied to
the entire set by facilitator and group members are
informed to assess the results.

Results assessment: Group members assess the results
expressing their preference in a five point scale. In case of
low acceptance level facilitator reruns the model,
requesting modifications from members.

GDSS overview: For the application of the above
methodology, a GDSS was developed. The design of the
(GDSS was based on the following requirements:

Collaboration: GDSS should promote collaboration
between group members by appropriate functions.
Group members for similar decision problems, can be
selected ad hoc without any prior collaboration.
GDSS should thus promote to members the feeling of
a common goal minimizing thus individual goals.
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+  Communication: Since business operations may

span over several locations, members can be located
separately. Communication thus between facilitator
and group members should be efficient enough in
order to provide results in a timely way. GDSS should
thus provide appropriate communication tools.
Anonymity: Although anonymity poses
negative i1ssues, it encourages members express their
preferences without restrictions or external influence.
For this reason, the GDSS should support anonymity
at presentation level.

Asynchronous operation: Different time zones and
locations of today’s business operations require
asynchronous operation and decision making. GDSS
should thus provide asynchronous operation
efficiently.

s0me

Considering the above requirements, a layered
approach which can be easily deployed in an existing
business web environment was selected for the GDSS
architecture (Fig. 1). Regarding the technology utilized,
GDSS modules have been entirely developed in Java
language using JCharts library for chart preparation.
Apache web server 13 used to host the entire site and
Tomecat is used as servlet container. Tomcat Axis is used
for the deployment of web services. Data layer has been
implemented in MySQL database, but can be hosted in
any relational database.

GDSS architecture: GDSS is comprised of the Data,
Application and Web layers:

Application layer hosts all the functional modules
which implement the methodology. The GDSS has
been developed in Java language and includes the
following major functional modules:

~ Web layer -
[ D
Himl Web
pages Serviets services
\ J
Member — Application layer : \
Member
Application
modules
. v
g—Data layer I \
>
o
documents

\.

Fig. 1. Overall GDSS architecture
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Fig. 2: GDSS Conceptual data model

Group facilitation module: It 13 the core module of
GDSS, which 1s responsible for the coordmation of
group actions.

Communication module: This module implements all
the necessary functionality, which is required for the

commumication between group members and
Facilitator.
¢ Multicriteria algorithm module: This module

umplements the NeXClass multicriteria classification
algorithm.

Aggregation module: This module implements all the
aggregation processes following the methodology.
OWA aggregation previously presented 1s applied
on individual preferences.

Presentation module: This module is responsible for
the presentation formatting, in both simple numeric
and graphical formats. Utilization of graphs for result
visualization, familiarization  and
understanding from group members. For the
development of graphs JChart library has been
utilized.

mncreases
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Data layer, stores all the necessary data for decision
problems (Fig. 2). It is one of the core components of
GDSS architecture and is responsible for storing all the
necessary data for each classification problem. Since the
orientation of GDSS i1s to operate into business
enviromment, the data model was designed to meet
relevant demands. It can store problem parameters from
multiple simultaneous decision problems and can handle
any combination of group members and parameters
without conflicts. It can also store previous problems or
demonstration ones for educational purposes, with
specific consideration to privacy i1ssues. In order to meet
the above needs, we have implemented a relational model
distinguishing three major virtual groups of entities:
Problem parameters, Preferences and Results. Each one
consists of a number of tables which along with the
relations satisfy the needs for the DSS.

Problem parameters group stores all necessary data
related to a group problem. Parameters mclude all
necessary data for a decision problem, such as
information on criteria, categories, alternatives and
members.
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Fig. 4: Facilitator’s mode for category thresholds definition
*  Preferences group stores all the data representing individuals® and aggregated preferences accordingly.

group members’ preferences. Preferences group is Aggregated preferences data is the input for the
separated into two sub groups, which store multicriteria ¢lassification algorithm.
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Results group stores all the data related to the results
of the problem.

The model can reside m any relational database
available at business environment. In addition, there is the
option to import data in the form of XML documents for
decision problems with large number of alternatives, when
the data are already present into another system.

Web layer, provides all the wuser
functionality. User interface has been designed in order to
guide users through the steps of the methodology and
has been mmplemented using web technology. Servlets
and html pages offer GDSS functionality to group
members in a user friendly way. In addition, an XMIL,
mterface has been developed for importing data for large
scale problems which are already stored m existing
systems. Finally, a subset of GDSS functionality can be
provided as a web service.

interface

GDSS functionality: GDSS 1s accessed through a login
page, where users have to provide appropriate
passwords. The system recognizes two roles: Facilitator
and Member. Facilitator works on a full functional mode
of the system, while group members work on a mode
presenting a subset of functionality. Facilitator initiates a
new problem (Fig. 3) or selects to process an existing one.
For a new problem, he defines the proposed parameters
and mforms group members (Fig. 4). For an existing
problem, he can validate members’ input and proceed to
aggregation of preferences and classification of the
traimng set.

After logging to the GDSS, members can select a
problem and insert their preferences upon the proposed
parameter set. Several graphs provide visualizations over
the numeric parameters helping members understanding
in problem parameters.

After validation of members’ input and aggregation
of preferences, facilitator executes the classification
algorithm using the appropriate functions from his menu
and informs members for the classification results for the
final assessment phase.

RESULTS AND DISCUSSION

Below we present the application of the methodology
and the GDSS to a real world classification problem within
the environment of a bank. One of the decision problems
that the bank faces 1s appropriate location choice for
ATM installation. Due to the cost of a failed installation,
itis critical to select a place with potential high volume of
transactions. At present a number of factors are
considered from bank’s decision makers and potential
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sites are evaluated on a heuristic based approach. This
practice is not effective, since a percentage of the
mnstalled ATMs are not viable, since installation and
operating costs are very ligh. Relocation of such an
ATM imposes an extra cost and is not always successful.
For this reason, bank needs a more structured way to
identafy sites for ATM installation with high potential

In order to support bank’s decisions, we applied our
methodology and GDSS and formulated a group
classification problem. for the classification of locations
to appropriate non-ordered categories. Following a
bramstorming techmque, stakeholders from bank’s
divisions which are involved in the ATM installation and
operation as well as business development defined an
mmitial set of parameters and the scope of the decision
problem. They also assigned the supervision and
operation of the entire decision procedure as well as the
group coordination to a facilitator.

Facilitator imtiated a problem in the GDSS and
defined the mitial set of parameters, mformmg group
members. Members were selected from Marketing,
Customer Service, IT, Operations, Electronic Banking
Divisions. Totally, nine members formed the group and
everyone could access GDSS through the bank’s mtranet.

Tnitially, four classification categories were proposed
by bank’s experts and facilitator, depicting the relevant
potential of a location for an ATM installation (Table 2).
Aggregation of members’ opimon on these resulted to
rejection of category C3 since group acceptance level was
below the limit defined by facilitator and thus it was
excluded from the problem.

Next a set of evaluation criteria was defined (Table 3)
following bank’s analyses as well as relevant approaches.
Criteria quantification was based on expert’s opimon
reflecting bank’s preferences. Aggregation of members’
opimion on these resulted to rejection of criteria G4 and G9
since group acceptance level was below the limit defined
by facilitator.

Based on the above, the following final set of seven
criteria and three categories was defined (Table 4).

Next, group members expressed their preference on
criteria weights, following the proposed weight from
facilitator (Fig. 5). In Table 5 we depict the aggregated
criteria weights as well as the mdividual weights of group
members (M1,... M9).

In addition to criteria, members defined thresholds for
each category. In Table 6 we depict the aggregated criteria
weights as well as the individual weights of group
members (M1,... M9).

GDSS allows members to view their proposed values
1in graphic way, helping them to express their preference
(Fig. 6) more efficiently.
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Table 2: Defined categories for ATM location classification

Category Description Group acceptance level Category acceptance
Cl Sites with high potential and high cost High Accepted
C2 Sites with medium potential and low cost High Accepted
C3 Sites with low potential and low cost Low Rejected
4 Sites with medium potential and medium cost High Accepted
Table 3: Defined criteria for ATM location evaluation
Criterion Definition Scale Group acceptance level Criterion acceptance
Gl Ease of access to ATM location 1-100 High Accepted
G2 Competition from other bank’s ATMs 1-100 High Accepted
G3 Visibility of ATM 1-100 Medium Accepted
G4 ATM Position in store 1-100 Low Rejected
G5 Store position in area 1-100 Accepted
G6 Competition from same bank’s ATMs 1-100 High Accepted
G7 Merchant activity within the location area 1-100 High Accepted
G8 Population density within the location area 1-100 Medium Accepted
Go ATM distance from high population density areas 1-100 Low Rejected
Table 4: Final group set of categories and criteria
Category Description Criterion Description
C1 Sites with high potential and high cost Gl Ease of access to ATM location
c2 Sites with medium potential and low cost G2 Visibility of ATM
C3 Sites with medium potential and medium cost G3 Store position in area
G4 Competition from other bank’s ATMs
G5 Competition from same bank’s ATMs
G6 Merchant activity within the location area
G7 Population density within the location area
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Fig. 5: Member’s mode for parameter definition on criteria

We selected a small number of locations as a

reference set of alternatives for classification, which were
evaluated according to the seven criteria. Aggregated
scores of the alternatives are depicted below (Table 7),
where we present the group values. Appropriate graphs
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depict the scores with respect to categories’ thresholds
(Fig. 7).

Finally, the classification algorithm was executed
by facilitator and classification results were derived.
Results are depicted in Table 8, in comparison to group
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Fig. 7. Graphs depicting alternative’s score and category thresholds

acceptance level for each alternative (Fig. 8). As it can be
seen from this reference set, classification results satisfy
at high level group members.

From the application in the bank environment, as well
as the overall operation of the GDSS we conclude that the
eroup decision methodology and the GDSS provide a
valid way to groups to solve classification problems.

However, the following limitations exist regarding the
problems that can be solved by the methodology

»  Since the methodology requires arelative substantial
number of parameters, it is possible that group
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members who are not familiar enough with the
methodology will be confused. Thus, the number of
criteria and parameters should be kept to a number,
which will minimize complexity without however
loosing critical problem parameters.

Another limitation is that the number of members
should be kept within the limits of a small
collaborating team. If members are quite a few,
anonymity is not so well established since
preferences can be easily identified. On the other
hand, a large number of members will increase the
complexity and extra facilitation will be necessary.



Fig. 8: GDSS screen depicting classification results (ATM locations to categories)
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Table S: Criteria weights

Member

Weight M1 M2 M3 M4 MS M6 M7 M8 M9 Group value

Gl 15 17 13 15 11 12 18 15 15 14.8

G2 25 23 21 24 23 21 21 27 25 22.8

G3 5 6 7 8 8 9 10 3 5 7.2

G4 12 11 12 10 16 14 12 12 12 12.2

G3 8 7 13 5 5 9 4 8 8 7.3

G6 25 26 22 27 28 22 29 25 25 253

G7 10 10 12 11 9 13 6 10 10 10.3

Table 6: Categories’ entrance thresholds

Member

Category Criterion M1 M2 M3 M4 M5 Mé M7 M8 M9 Group
Gl 90 91 92 88 87 89 90 92 88 89.72
G2 85 82 Q0 8% 81 88 83 87 82 84.36

Cl G3 60 63 62 66 58 62 66 58 57 61.25
G4 30 33 32 36 26 29 29 27 29 2923
G5 50 50 51 58 43 47 51 47 49 49 54
G6 47 36 37 44 47 32 38 36 43 40.11
G7 46 57 54 48 45 44 57 47 49 49 60
Gl 5 9 2 8 7 9 2 2 8 574
G2 30 12 30 29 31 28 33 37 22 3031

C2 G3 90 93 82 86 88 92 96 88 91 89.73
G4 95 93 92 86 96 99 99 87 89 94 46
G5 90 90 91 88 83 87 91 97 8% 8983
G6 25 26 27 34 17 22 28 26 23 2571
G7 15 17 14 8 15 14 17 11 12 14.70
Gl 17 13 12 18 17 16 12 13 14 14.32
G2 5 3 4 2 7 8 3 5 7 437

C3 G3 5 3 6 6 8 4 6 3 3 461
4 60 63 62 66 56 59 59 57 59 5923
G5 75 70 71 78 83 77 71 77 79 7479
G6 85 86 87 84 87 82 88 86 83 8581
G7 95 97 94 98 95 9 97 91 92 95.08
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Table 7: Alternatives” ageregated scores to evaluation criteria

Altemative Gl G2 G3 G4 G5 G6 G7
Al 99 90 78 34 54 43 56
A2 8 34 99 99 99 27 22
A3 21 9 9 63 77 88 97
A4 90 80 61 33 55 39 50
AS 28 56 51 80 90 99 91
A6 41 35 44 29 34 21 47
AT 50 6 54 25 38 21 47
A8 49 17 54 61 78 86 98
A9 49 43 28 29 6l 22 67
AlD 29 22 28 25 69 25 61
All 91 88 69 39 89 47 61
Al2 18 67 92 96 100 32 49
Al3 25 28 34 25 46 32 49
Ald 90 82 61 77 76 49 74
AlS 61 44 34 26 37 21 40

Table 8: Alternatives” classification to categories

Altemative Category Group acceptance level
Al C1 High
A2 C2 High

A3 C2 High
A4 C2 High

AS 2 Medium
A6 C2 High
AT C2 High
A8 C2 High
A9 C2 High
AlD C2 Medium
All C1 Medium
Al2 C2 High
Al3 C2 High
Al4 Cl High
AlS C2 High

Concluding, the GDSS provides a structured way to
solve classification problems, defining steps in a clear
way, so group members can adopt the methodology
relatively fast. The designed web interface provides an
easy way to members to contribute their preferences,
without having to collaborate in a specific place and time
and facilitator can easily form a virtual team, set the
timeframe for members’ response and coordinate the
entire process. Empirical findings from GDSS application
have been analyzed and provide evidence that the
methodology and the GDSS provide a valid approach for
group decision problems in business environment. We
believe that this methodology and GDSS can be easily
deployed to support group decisions m similar
environments.
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