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Abstract: This study deals with how to efficiently rank features of datasets. As we may know well, reducing
the dimensionality of datasets (i.e., feature reduction) is an important step in pattern recognition tasks and
exploratory data analysis. Quite often, feature ranking is required before completing feature reduction. In this
study, a novel classifier-free feature ranking approach based on the combination of both weighting features
and ISE (Integrated Squared Error) criterion is proposed. 1SE is measured in terms of the modified non-

parametric Parzen window density estimator in this study. The advantage of the proposed approach is that it
allows us to make an efficient and effective non-parametric implementation and requires no prior assumption,
The experimental results demonstrate that the proposed approach here is very promising.
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INTRODUCTION

Dimensionality reduction is essential to improve the
accuracy, efficiency and scalability of a classification
process in pattern recognition tasks and exploratory data
analysis. In order to realize an effective dimensionality
reduction, feature ranking is quite often required. There
are two categories of feature ranking strategies: The
wrapper strategy and the filter strategy (Wang er al.,
1999; Guyon and Elisseeff, 2003; Song er al., 2005). In the
wrapper strategy, feature ranking associated with a
particular classifier can be done by evaluating the
classification accuracy. The huge computation burden is
the major drawback of this strategy. The filter strategy 15
to rank features by evaluating some criterion. Such a
criterion may be the classifier-parameter-based criterion
(Basak et al., 1998; Wang e al., 1999; Andonie and
Cataron, 2005) and the classifier-free criterion (Dash et al.,
1997 Morita er al., 2003; Torkkola, 2003; Dy and Bradley,
2004; Biesiada ef al., 2005). The latter 15 our concern in
this study.

In  general, most of the classifier-free criteria
(Morita et al., 2003; Torkkola, 2003; Dy and Bradley. 2004,
Biesiada et al., 2005) are based on the first-order or
second-order statistics computed from the empirical
distributions. However, these criteria based on the first-
order statistics are sensitive to noise in datasets, whereas,
these criteria based on the second-order statistics are
sensitive to data transformation. In order to circumvent
these drawbacks and enhance the robustness to noise

and data transformation, MI {mutual information) as the
high order statistics has been introduced into the
classifier-free  criteria.  However, this  poses great
difficulties as it requires prior knowledge of the
underlying probability density functions of datasets and
the numerical integration of these functions, which leads
to a high computational complexity. Moreover, MI-based
criteria often fail in higher dimensions (Kononenko, 1994
Torkkola, 2003; Andonie and Cataron, 2003). In the latest
advance of Ml-based criteria, Torkkola (2003) proposed
the non-parametric MI criterion based on Parzen-window
density estimation (Bishop, 1995) and applied it to feature
transformation. Similar studies are also described by
Principe et al. (2000), Guyon and Elisseeft (2003) and
Huang and Chow (2003).

As pointed out, this study deals with feature ranking
(as the first step of feature extraction). In this study, a
novel feature ranking approach is proposed. The core of
the proposed approach here can be stated in brief as
follows. First, a weight with one as its initial value is
assigned to every feature. The weight of each feature
reflects its importance in the data space. Thus, with the
help of the concept of feature transform (Torkkola, 2003),
two data spaces are generated. One i1s associated with all
the original features and the other is associated with all
the weighted features. Second, we use the Parzen window
density estimator to derive two underlying probability
density functions of the datasets, respectively, in these
two data spaces. In order to keep more information in
the datasets, we adopt the more precise Parzen window
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density estimator generated by using the fuzzy C-means
algorithm (FCM) (Dunn, 1973; Bezdek, 1981) and then
computing the variances of the corresponding different
clusters (1.e., classes). Algorithm FCM realizes clustering
by minimizing its objective function which induces the
corresponding fuzzy membership functions. It was first
developed by Dunn (1973) and then improved by Bezdek
(1981). It has been frequently used in pattern recognition,
data mining and so on. Third, we use ISE (Integrated
Squared Error) criterion to measure the global error
between the density estimates of these two data spaces.
ISE 1s a robust criterion for the presence of noise and
outliers in datasets (Girolami and Chao, 2003; Wang er al.,
2008). Finally, by using the gradient descent method for
ISE, we derive the iterative learning rules for the used

weights and final weights will also be accordingly
obtained.

The proposed approach seems to be very much
related with Torkkola (2003) study. However, the
distinctive characteristics of the proposed approach here
should be emphasized: First, the proposed approach 1s the
classifier-free one, i.e., no prior knowledge about the class
labels in datasets 1s assumed, whereas, Torkkola's
approach is oriented to such datasets where the class
labels of all the data in datasets are known. This indicates
the big discrepancy between the proposed approach and
his study. The used MI criterion in his study 15 only
related to the low-dimensional weighted data space,
whereas, the used ISE in the proposed approach deals
with the global error measure between the original data
space and the weighted data space with the same
dimension. Moreover, from the pure viewpoint of the
computational  complexity, ISE  may have less
computational burden than MI criterion, we will explain
the reason later. Second, the proposed approach adapts
FCM to partition the dataset to be analysed and then
calculate the variance of every cluster obtained. Thus, the
underlying probability density function computed by the
modified Parzen window density estimator will make use
of more information in datasets.

THE PARZEN WINDOW DENSITY ESTIMATOR
AND ISE CRITERION

The modified parzen window density estimator in the
proposed approach: The traditional Parzen window
density estimator 1s in particular attractive when no a prior
information is available to guide the choice of the precise
form of the density of a dataset to be analysed. A
probability density estimate P+(%) can be obtained from
the finite d-dimensional data points (X,,%,,....x, € X"} by
employing the following Parzen window density estimator:

]

- :L s XX, {”
e H;ﬂw e )

where, x; € X', N is the number of all the data points in the
dataset, ¢(-) is a kernel window function and h,, is the
window’s width and V,, 1s the window’s volume,

In this study,
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vV,  h,

in Eq. 1 is taken as the following Gaussian kernel function:
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where, X' is the covariance matrix, h is the window’s
width. Let £ = h*E", since

(Z"

— =(h'EL )’
h*
s0, we have:
Gix.E) = dj | expi—x"IZ7'x) (3)
(2m 1 Xl°
Thus, we have
i:m=$'£m-x,.r; (4)

N =1

In most cases, in order to ease the computational
complexity, one adopts the unified variance, i.e., £ = o’
where, | is the identity matrix, o is the variance of the
dataset. However, when the dataset contains several
classes where the compactness of every class is different,
which actually implies that the variance of every class is
different from others, this assumption may pose a serious
issue, 1.e.. the obtained density estimate loses much
useful information contained in the dataset.

In particular, due to high dimensionality, all the data
points in a dataset are more sparsely distributed in a high
dimensional data space such that the compactness of all
the projected data points along every dimension may
perhaps be different from others. Therefore, we should
compute £ in Eg. 4 based on the variance of every
dimension.

Next, let us state the modified Parzen window density
estimator used in the proposed approach.

Given the dataset Dy = [ X, %), % = (X XppeenXy)' €
XY 1= 1.2, N, suppose there are N_ classes in D, and
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there are J, data points in the cth class, then we can
estimate the probability Pic) of the cth class as:

J
P(e) =< l<c<N, (5)

We employ Eq. 4 to estimate the conditional
probability function of the cth class as:

1
pixlc)= : EG{:{—:’.__”S{J (6)

o i=l

where, x,; 15 the value of the ith data point in the cth class;
Z. denotes the diagonal covariance matrix of the cth class
and it is defined as:

where, h is the window’s width, * denotes the
multiplication operator, . k=12,--d, is the variance of all
the data points in the cth class along the kth dimension,
which 1s approximately calculated using:

) (8)
=7 _IEIxL.k "
_ 1« (9
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Thus, the density function p(x) for the data D, can be
estimated as:

)
pix)= EI"[C}[J{H el
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ISE criterion in the proposed approach: In order to
evaluate the importance of every dimension (feature), we
utilize the following weighting strategy, i.e., imposing a
lingar dimension-keeping transformation y = wex =

(WX, WakawoW,X, ) to x, where, w = (W, Wa....w,),

w>l) 1= 12,..d. The bigger w, 15, the more important the
corresponding ith feature will be. With this linear

transformation, the original dataset D, becomes a
transformed dataset D,.

For this transformed dataset Dy, we can estimate its
probability density function g(x) using Eq. 10 as:

q[:‘.}——zzﬂ{x—y“}: } (1

where, 5, takes a diagonal covariance matrix for ease of
the computational complexity, which is defined as:

M (12)

where, h is the window’s width, o (k=12,.d) is the
variance of all the data points in the cth class along the
kth transformed dimension, which can be estimated as:

Gy = 7 _]Ew.;—ymr-wm- (13)

— I ¢
where, ¥y, = J—Zwkxm and y_, =w x_. . That is to say:
e i=l

WO,
¥ o= ple (14}

WOy

From the intuitive viewpoint, a good w should make
q(x) for the transformed dataset D, to approximate p(x) for
the original dataset Dy as well as possible. Therefore, we
require a criterion to evaluate w, ISE criterion (Girolami
and Chao, 2003; Wang, 2008) has been investigated as an
error criterion which will be less influenced by the
presence of noise and outliers in the dataset. ISE criterion
is a measure of the global accuracy of a density estimate,
which converges to the mean squared error
asymptotically. For the above two density estimates, w
which provides the minimum of ISE is as follows:

w = arg minlSE{w )
=u.rgminL.|p{xj—q:1,‘]I: dx (15)

= ::Lrgmin{L“ q!{xm; - IL' pix g dx)

where, the term Llp:fx}dx has been dropped from the
above since it is not dependent on the weight vector w
We should keep in mind that when we attempt to use ISE
criterion for unsupervised feature ranking, MI criterion
used in the Torkkola’s work about supervised feature
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extraction (Torkkola, 2003) actually provides us alternative
possible choice. However, in terms of the framework of
the Torkkola’s (2003)  study, except for
L..q![”dx and L pix)g(x)dx), the term L prixidx still needs
t0 be computed in MI criterion. Therefore, using ISE
criterion here may result in further reducing the
computational burden, compared with Torkkola (2003). In
other words, the computational merit motivates us to use
ISE criterion instead of MI criterion in this study.

Let us  derive [ q'(x)dxand [ p(x)qeads) now
(Dash et al., 1997; Torkkola, 2003):

[ GOx =%, Z)G(x =%, E)dx =Gix, - x5 +5,)  (16)
we have

v, E dx
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Similarly, we have:
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THE DETAILS OF THE PROPOSED APPROACH

Since, the weight vector w reflects the importance of
every feature in the dataset, thus, the corresponding
feature ranking can be achieved using the obtained w.
Presentgoal is to find out w such that:

w = arg minlSEiw)

i,
= argmin H_{E1

LA
;EG:W@{A -%,LE, +E) (19)

Where:

The gradient descent method i1s adopted in the
proposed approach. First, we need the derivatives of
ISE(w), which are computed as follows.

Since,
— Giw (x, —%x,hLE +E
’ Glw @& (x,; —x,).L +L)=- WilXa — X hde 2 ()
W, w,
d .
Giw®x,-x.Z +L)
[It ik ] k It+ -.:. -ik .
_ WX, {ﬁ W \J ST }GEWEF‘L-_“‘I.'EL-'FEH'
I:-\vLﬂ:h_Fﬁl._J )
(21)

in terms of Eq. 19-21, we immediately have:
(Giw, (X, =%, L5 +E)

W

L] 2w Xy = Xy HO, WX, + 03X, ) (22)
] )
(WO +O, )

- %)L +L)

Gilw & x5

Thus, we further have the following learning rule for w:

w (t+1)=

AISE(w)
_ k=124 (23)
wo (L) — o -

k

where, & is the learning rate which is taken as (.1 in our
study.
Before
the proposed
particular implementation detail. As
when
constraint:

description of
musl
15 seen before,
we employ the

giving the complete
approach,  we discuss  a

weighting all the features,

w‘={w|lw:|-.." F

Such a constraint will subtle issue, 1i.e.

solving

pose a

T

argminl SE(w)
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with this constraint will yield all the same wi(i = 1,2,....d),
Le. w, =w,=_..=w,= 1/d. There are two strategies which
can be used to circumvent this trouble. Suppose we have
prior knowledge about the least important feature (e.g.,
the ith feature), the first strategy is to force w, = () during
the whole running period of the proposed approach. If we
do not have such prior knowledge, the second strategy
will start to work. We first take an arbitrary feature (e.g.,
the ith feature) and let w, = 0 during the whole running
period and then run the proposed approach. Accordingly,
we choose the least important feature (e.g., the jth feature)
and let w, = 0 during the whole running period, then run
the proposed approach again. In this way, we can easily
obtain the final feature ranking for the dataset o be
analysed. Please note, since we are interested in important
features instead of the least important ones in feature
ranking, such an arrangement based on the second
strategy has almost no impact on the final feature ranking.

For the sake of the space of the paper, assume the
first strategy is taken, let us state the proposed approach
as follows:

Step 1: Given the dataset D, initialize w = (w,,W,.....w )’
and let w, corresponding to the least important
feature be zero; t =)

Step 2: It all the data points in D have been classified
with their class labels, skip this step. Otherwise,
determine the number of classes and use the
fuzzy clustering algorithm FCM (Dunn, 1973,
Bezdek, 1981) to partition D such that the
modified Parzen window density estimator in ( 10)
can be employed

Step J: Compute ISE using Eq. 19

Step 4: Compute w, (1+1) using Eq. 23

Step 5: t+t+1

Step 6: If ISE reaches its minimum or t achieves the
predefined maximum, then go to step 7, otherwise
e0 o step 3

Step 7: Output the ranking result of features, according
to the obtained w

EXPERIMENTAL RESULTS

We present the experimental results for eleven
benchmarking datasets to validate the effectiveness of the
proposed approach. It should be emphasized that we do
not claim that the experimental results of present approach
here are superior to current feature-ranking approaches.
They show its power as a classifier-free approach by (1)
comparing it with another classifier-free approach based

on the traditional Parzen window density estimator and (2)
experimentally proving it to be comparable 1o other
supervised ranking approach.

Three groups of experiments were carried out with
MATLAB 6.0 on the computer of Pentium IV with
2.66 GHz CPU and 512 MB memory. The first group of
experiments deals with eleven datasets where algorithm
FCM was first used to partition these datasets and then
the proposed approach was executed to obtain the
corresponding ranking results of features contained in
these datasets. We verified the obtained ranking results
using the k-fold cross-validation test (Richard, 2000)
and the LIBSVM tool (Chang and Lin, 2001) and did a
comparative study with other approaches. In k-fold cross-
validation test, a dataset is divided into k subsets. Each
fime, one of the k subsets is used as the test set and all
other k-1 subsets are put together to form a training set.
Then the average accuracy or error across all trials is
computed. In the second group of experiments, three
datasets are involved, where the datasets Pipeline and
Landsat contain their test data and the dataset WBC
(Wisconsin Diagnostic Breast Cancer) does not have the
test data. For the former, the classification accuracy, as
the performance index, is used to evaluate the proposed
approach. For the latter, the cross-validation test is
adopted. In the third group of experiments, we presented
a comparative result for the dataset Vowel with the latest
advance (Andonie and Cataron, 20035).

Group A: This group of experiments deals with eleven
UCIT (Blake and Merz, 1998) datasets, as shown in Table 1.
For the datasets Iris, New-Thyroid, Pima-Diabetes, Breast-
Cancer, Wine, lonosphere and Sonar, Table 2 shows the
obtained feature ranks using the proposed approach and
SUD approach (Dash et al., 1997), RELIEF approach
(Kira and Rendell, 1992; Kononenko, 1994: Dash er al.,
1997). Table 3 demonstrates the obtained feature ranks for
the dataset Pima-Diabetes wusing the above three
approaches and K-means-based approach (Girolami and
Chao, 2003). The obtained feature ranks for the dataset
wine is reported in Table 4 using both the above four
approaches and FSM approach (Law er al., 2002). Table
5 demonstrates the feature ranks for the dataset Sonar
using the proposed approach and RELIEF approach.
Please note, in these tables, the relevant results of SUD
and RELIEF are drawn (Dash eral., 1997), those of
K-means-based approach are (Girolami and Chao, 2003)
and those of FSM are from Law er al. (2002).

Here, let us briefly introduce the basic ideas of these
approaches. SUD 1s based on the observation that
removing an irrelevant feature from the feature set may
not change the underlying concept of the data, but not so
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Tahble 1: Eleven UCT dutasets

Mame Mo of dimeansions Mo, of data points Mo of classes
Iris 4 130 3
Mew-Thyroid 5 215 3
Pima-Diabetes B T6E 2
Breast-Cancer 9 Goc 2
Wine 13 |78 3
lonosphere 34 351 2
Sonar ol 208 2
WBC 30 569 2
Fipeline 12 1000 {training ) 1000 {test) i
Landsat 36 4435 (training ) 20000 {test) G
Yiowel [} 328 (training) 462 (Lest) 11

Table 2; Feature ranks using three approaches

Datasets The proposed approach SUD RELIEF-F
Iris 3421 3412 43.1.2
New-Thyroid — 5.4,3,2,1 4,5,3,2,1 4,3.1.2.5

Breast-Cancer 2.8,6,4.3.5,1,7.9

1,7.3,2.5.6,4.89

6,.2,3,7.5.1.4,8,9

lonosphere 13,05, 11.019.21.23,17,10,1.29,12,7,8.6,5.14 13,15 11.9.7.17,1921.5.3,23,2527.29, 34.22.33,64.8,16,14.21.9.27,15,30.20,
18,4,2,4,16,30,20,34,33,22 28 32 76,31,3,9 J350104.6,12,14,8,16,20,18,22,28.26 2024 32.7.12,18,10,11,3,5,28,25,26,19
25272 24,30,32,34.2,1 23,1,31,13,17,2

Table 3: Feature ranks vsing four approaches for Pima-Diabetes

The proposed approach SUD RELIEF-F K-means-hbased approach

8,1.2,574,6,3 8,3,1.3.6472 8,1,2.5.64,7,3 84.3.1.2675

Table 4: Feature ranks using live approaches Tor Wine

The proposed approach SUD RELIEF-F FsM K-means-based approach

13,7,122.11.8.3,1.6,10459 76,129.11.10.5,13,1 43,82

Tahle 5: Feature ranks using the proposed approach and RELIEF-F for Sonar

6,9,1,11.5,7,10,4,12.2.13.3 .8

T026,1.911,10,1328453 6712911105131 4382

The proposed
approach
RELIEF-F

23,56.27.6,24,26,50.25.8.,42,57,7.38,39 40,41

53,32,23.7.40,39,15.60,29,33,24,56,25,30,26,41,18,38.57

45,1,11,52,51,12,10,54,48,4,2,13.49.46,36,9,21,58.3,20,5,35,53,19,44,34 47 22,18,29,17,31,30,28 37 ,33,16,56,32,60,15,14,43,59,

45,12,11,49,44,10,9,48,46,15,54,47,1,36,21,43,2,52,20,35,28,37,51,4,55,8,59,22,5,6,27,16,58,50,14,52,31,34,19,3,17,

otherwise. Each time a relatively unimportant feature is
removed from the feature set by using the entropy index
(Dash et al., 1997). The adopted RELIEF-F is a
modification of the original RELIEF (Kononenko, 1994,
Dash er al., 1997), a key idea of which is to estimate the
quality of features according to how well their values
distinguish between data points that are near to each
other. The original RELIEF can deal with nominal and
numerical features. However, it cannot deal with
incomplete data and 1s limited to two-class problems. Its
extended version RELIEF-F solves these problems. The
feature ranking approach based on K-means clustering
involves classification capabilities of feature vectors
and correlation analysis between two features. It can
rank the features by using the correlation index between
two features (Girolami and Chao, 2003). FSM approach
15 based on a feature saliency measure which 1s obtained
by an EM algonithm. However, it assumes that the
features
components., It ranks the features in descending order of
saliency (Law er al., 2002),

are conditionally independent, given the

1007 —a- 51D
== RELIEF-F
| = The proposed approach

_-E:-
o
Lh

Cross validiation accuracy
=
w3
=
L

3 4 5

[ I

No. of features
Fig. 1: Cross-validation for the dataset New-Thyroid

As we may know well, the most important features
in Iris dataset are of the third and fourth. Just like SUD,
RELIEF-F, the proposed approach yielded the same
ranking result. Figure 1-6 demonstrate the 5-fold cross-
validation accuracies for other datasets New-Thyroid,
Pima-Diabetes, Breast-Cancer, Wine, lonosphere and
Sonar, which clearly indicate that in most cases, the
proposed approach is comparativelycompetitive to other
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0804 -a= 511D -+ [-mean-based aproach
-E_: = RELIEF-F - The proposed approach
2 075
3
20704
=
=
-
# (634
I=
L
0G0 T T r T T T 1

Mo, of feature
Fig. 2: Cross-validation for the dataset Pima-Diabetes

L0 g 11

-+ RELEIF-F

-4~ The proposed approach

Cross validation accuracy

3 f

[= =1

1
4

ik =

- =

MNo. of feature

Fig. 3: Cross-validation for the dataset Breast-Cancer

- S0 - FSM -e= RELEIF-F
16 -+ K means based approach —s The proposed approach
A

(.9
(B

0.7

Cross validation accuracy

“.L T T T T T L
§ b

Mo, of feature

Fig. 4: Cross-validation for the dataset Wine

approaches. Figure 7a-d shows the visualization results
for two most important features of the dataset Wine using
these approaches. It is clear that the proposed approach
had better visualization capability than other approaches,
(Fig. 7d).

Of course, since the combinational computation of
(aussian functions is invelved in the proposed approach,
its computational time is still comparatively high. For
example, it requires 4,438 sec for Iris dataset and 4.406 sec
for New-Thyroid dataset, however, 39453 for Pima-
Diabetes dataset, 38.922 sec for Breast-Cancer dataset and
34.141 sec for lonosphere dataset. This actually poses a

1.0+

;Fl'n.

3

=

5

=

=

k=

=

=

="

; -= SUD

5 -+ RELEIF-F

=4 The proposed approach
U‘? - T T T Ll ¥ 1
5 10 15 20 25 30

Mo, of feature

Fig. 5: Cross-validation for the dataset lonosphere
1.0

(.94

0.8+

=R ELEIF-F
== The proposed approach

Cross validation accuracy

kil 40 50 fall

20

No. of feature
Fig. 6: Cross-validation for the dataset Sonar

noting-worthy issue. i.e., we should manage to further
reduce its computational burden in near future.,

Group B: This group of experiments deals with three
datasets: Pipeline, Landsat and WBC, as shown in
Table 1. All the data in these three datasets have been
classified vusing the class labels, Table 6 demonstrates the
feature ranks for these three datasets using the proposed
approach. For the datasets Pipeline and Landsat, we
employed LIBSVM (Chang and Lin, 2001 ) to their training
data according to the obtained feature ranks and then
obtained the classification accuracies for their test data,
(Fig. B-9). Figure 10 demonstrates the 5-fold cross-
validation accuracies for the dataset WBC. In Fig. 10 and
Table 6, a comparison for this dataset between the
modified Parzen window density estimator and the
traditional one is also included. In particular, two very
different feature ranking are generated by traditional
Parzen window density estimator and the modified Parzen
window density estimator, Table 6. This just show the
inappropriateness of the traditional Parzen window
density estimator. We can see the effectiveness of the
proposed approach from these Fig. 10 and Table 6. That
is to say, with the proposed approach, only a small
number of the ranked features are taken, the
corresponding comparatively high classification/cross-

1020



J. Applied Sci., 9(6): 1014-1024, 2009
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Fig. 7: Visualization results uwsing the five approaches
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1.3

1.0
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for the two most important features of the dataset Wine,

(a) RELIEF-F approach, (b) SUD approach and K-means-based approach, (¢) FSM approach and (d) The proposed

approach

.04
() -

(.54

Cross validation sccuracy
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validation accuracies for these three datasets were
obtained. For example, we presented 2-5 ranked features
from the dataset Pipeline obtained by the proposed
approach, to LIBSVM, the obtained classification
accuracies for the test data are 93 .4, 949, 96.3 and 97.1.

Group C: Only the data set Vowel is involved here to
exhibit the comparative study between the proposed
approach and other feature ranking approaches RLVQ),
GRLVQ, SRNG, ERLVQ and ESRNG in the latest literature
(Andonie and Cataron, 2005). As we may know well,
Standard Learning Vector Quantization (LVQ) does not

1021



J. Applied Sci., 9 (6): 1014-1024, 2009

Table 6; Feature ranks using the proposed approach for Pipeline, Landsat, WBC

17.13,21,18,29.5,1,33,9.25. 22 30,14,34,6,2,10,26,19,23,27.24 20,28,15,11,35,31.12.16.32,

330132529 20,017,951 1.,27, 3,7, 35,23, 15,3112, 19,28, 10,4.36,34.16,8,26,24,

Fipeline Traditional Parzen window density estimator 7.1.11,109.5.2.8,12,6,3.4
Muodilied Parzen window density estimator 1.1, 753694 (02128
Landsat  Traditional Parzen window density estimator
133684
Modified Parzen window density estimator
32,22.2.20,30,14.6,18
WRC Traditional Parzen window density estimator

Modified Parren window density estimator

14.24,8,13,4,23,11,21,28,3,7,1,26,6,29,22,27,2,25,9,5,30,12,19,16,15,18,10,20,17
174.20,13,11.15,19,12 30,24 16,29 28 4. 10.26,27 76,289 23 21 3,1 28 22 525

Table 7: Feature ranks using seven approaches for Vowel

RLV(Q) GRLYVQ) SENG ERLYV()

EGRLY() ESENG The proposed approach

25196348710 2.54.6,3,1.9.7.8.10

14623985710 2,1,34.6895107

3.1.265498710 21389451087 12853641097

Table %: Classification accuracies using LIBSVM for test data of Vowel (%)

M. of features

Algorithm 1 2 3 4 5 5] 7 ) 9 10

RLVQ) 0.3 36l 50.4 6.7 52.6 51.9 6.8 fl.0 58.0 59.9
GRLV() 6.3 361 333 4.6 47.8 60.1 6l.8 354 58.0 39.9
SENG 27.0 29.2 352 48.7 56.7 59.3 58.6 61.0 58.0 59.9
ERLV() 363 51.3 53.7 59.0 6.7 0.3 586 61.0 62.5 59.9
EGRLV() 9.3 2501 53.7 alh 534 60,1 o5 6l1.0 AL 3.5
ESRNG i6.3 al.3 337 543 54.3 603 61.4 586 62.5 39.9
The proposed approach 27.0 al.3 50.4 a3.l 34.9 31.3 612 621 62.5 539.9

discriminate between more or less informative features:
their influence on the distance function 1s equal. On the
contrary, Relevance LVQ (RLVQ) in (Bojer er al., 2001 ;
Andonie and Cataron, 2005) holds a changeable relevance
value for every feature and employs a weighted distance
function for classification. An iterative heuristic training
process 1s used to tune the weight values for a specific
problem: the influence of features which frequently
contribute to misclassifications of the system is reduced
while the influence of very reliable features 1s increased.
Generalized RLVQ (GRLVQ) is the modification of RLVQ.
This approach modifies RLVQ by using an adaptive metric
and leads to a more powerful classifier with little extra cost
compared with RLVQ. The Supervised Relevance Neural
Gas (SENG) approach combines the neural-gas (NG)
algorithm (Hammer er al., 2005) and GRLVQ). The 1dea was
to incorporate neighborhood cooperation of NG into
GRLV(Q to speedup the convergence and make
initialization less crucial, Energy SRNG (ESRNG) approach
uses the maximization of the informational energy (IE) as
a criterion for computing the relevancies of input features.
This adaptive relevance determination 1s used in
combination with the SNG model. Energy Generalized
Relevance LVQ (EGRLVQ) approach uses the estimation
of the Informational Energy (IE) as a maximization criterion
for computing the feature relevance. Both ESRNG and
EGRLVQ measure the informational energy using
Onicescu’s informational energy (Cataron and Andonie,
2004,

Table 7 demonstrates the experimental results using
both the above approaches and the proposed approach
here. We directly draw the results of all other methods

except the proposed approach from (Andonie and
Cataron, 2005) into this Table 7. Based on the obtained
feature ranks, LIBSVM is first applied to the training data
of this dataset and then to its test data. As seen in the
Table 5, when 2-5 ranked features are taken, the obtained
classification performance using the proposed approach
15 comparable to ESRNG and a little less than ERLVQ. For
other cases except one or six feature cases, the proposed
approach is generally comparable to other approaches.
However, please let us keep in mind the fact that the
proposed approach attains these comparable results in
the case where it is classifier-free while other approaches
here are supervised. What is more, since all approaches
yield very low classification accuracies (much less than
50%) for one feature case, it 1s unnecessary for us to
analyze this case. For the six feature case in Table 8,
although the proposed approach obtains the lowest
classification accuracy, it 1s still a little bigger than 50%
(1.e., 31.3%). In summary, the proposed approach is
effective in most cases for the dataset Vowel.

CONCLUSIONS

This study describes a novel feature ranking
approach which may be attractive for pattern recognition
tasks on high-dimensional datasets. The proposed
approach provides three major contributions. First, the
proposed Parzen window density estimator takes non-
uniform distribution contained in the datasets into
account, so the proposed estimator can make use of more
information of the datasets than the conventional Parzen
window density estimator. Second, instead of the
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commonly used MI based criterion, the novel ISE
criterion, as an alternative way, is adopted in our study.
FPresent experimental results demonstrate that the
proposed approach based on ISE criterion has as least the
same or comparable performance as current feature
ranking approaches. Third, the proposed approach
requires no prior knowledge of the datasets to be
analyzed and it can be easily realized by using the
corresponding gradient descent method.

Although the proposed approach i1s based on ISE
criterion rather than MI criterion, it still has comparatively
high computational burden due to the existence of the
combinational computation of Gaussian functions. We
will study how to further reduce its computational time,
possibly using the random sampling method, in near
future. Further research may include theoretical research
on the proposed approach and explore more practical
applications.
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