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Abstract: A new scheme of source localization and directed speech enhancement in digital hearing aid in
reverberation environment is proposed in this paper. In the field of source localization, an adaptive PSP-AED
time delay estimation algorithm is proposed. With the position of the source, the scheme enhances the speech
signal using broadband Linearly Constrained Mimmum Variance (LCMV) beamformer. The mterferences and
the noises are eliminated when the beampattern 13 directed to the target source position. The proposed
algorithm is robust to noise. Tt estimates the time delay accurately when Signal to Noise Ratio (SNR) is lower
than 0 dB and then the position of the source 18 acquired. The improvement of Signal to Interference Ratio (SIR)
is achieved upper than 7 dB in reverberation environment. Numerical Experiments prove that the performance
of wave quality, spectrogram and SIR is improved notably in the enhanced speech signal.
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INTRODUCTION

The performance of digital hearing aid degrades with
the decrease of Signal to Noise Ratio (SNR) in noisy
and reverberation environment (Pandey and Mathews,
2011; Kamkar-Parsi and Bouchard, 2011). Regular de-
noising algorithm 1s aim to eliminate the stationary noise
(etc. white noise), which often fails when non-stationary
noise exists, such as trumpet, whistle and tlhumder.
Moreover, the interference speech also leads to the
difficulty for target speech understanding.

Sound localization and directed speech enhancement
are effective methods to increase SNR of target speech
and improve the intelligibility of hearing loss people by
digital hearing aid. In 2001, Bernard Windrow applied
6-elements liner array and fixed beam forming technique in
digital hearing aid at first time and improved the
intelligibility of a severe deafness patient significantly
(Widrow, 2001). But the scheme of Bermard Windrow
supposed that the target speech was always located in
the front of the patient, rather than localized and tracked
the speech in arbitrary direction. The scheme (Wu et al.,
2007) researched 3D sound localization method, which
calculated the azimuth and elevation angel by the time
delay estimation of d4-elements square microphone
array and then enhanced the target speech by
adaptive beam forming. In addition, Head Related
Transfer Function (HRTF) was proposed in recent years
for sound localization (Keyrouz and Abou Saleh, 2007,
Supper et al., 2006).

In the reverberation environment, sound wave
received by microphone reflects by walls, ceiling board,
furmture, people’s head and shoulder, which reduce
accuracy of localization algorithm. Based on the
microphone signal processing and adaptive signal
estimation, we propose a new sound localization and
directed speech enhancement scheme in this study. In the
scheme, PSP-AED time delay estimation is utilized to
acquire the position of the target speech source and then
broadband TLinearly Constrained Minimum Variance
(LCMYV) beam 1s steered to the target speech to eluninate
noises and interferences. Experiments and simulations for
4-elements glasses hearing aid demonstrate that the
waveform, spectrogram and Signal to Interference Ratio
(SIR) are mnproved and the pure target speech are
recovered effectively.

SOUND LOCALIZATION AND DIRECTED SPEECH
ENHANCEMENT SCHEME

The proposed localization and directed speech
enhancement scheme is shown in Fig. 1. y,(k)...y,(k) are
signals received by N-elements microphone array. These
signals are utilized by PSP-AED time delay estimation and
sound localization algorithm to calculate the position of
the target speech source. The enhanced output speech
Z(k) 15 then acquired through spatial-time filtering
combined with the speech position. The coefficients of
spatial-time filter H(z) are updated by broadband LCMV
constraint optimization step.
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Fig. 1: Sound localization and directed speech enhancement scheme

PSP-AED time delay estimation algorithm: Adaptive
Eigenvalue Decomposition algorithm (AED) algorithm is
derived from room reverberation model (Benesty, 2000
Benesty et al,, 2007). It is assumed that g, and g, are
paths with length M from speech source s(k) to a pair of
microphones in a room:

g :[gn,u B g],M—l]T=i =12 (1)
Then signals received by microphones are:

¥,(k) = 5)* 2, + v, (k) = 5, (k) +, (K)i= L2 (2)

Suppose y(k), x(k) and v,(k) are vectors received by
microphones, source speech and noise. If the noise v,(k)
is ignored:

Y18 = ¥Vif 3)
Construct:
v =[y{ (k) ¥ (4)
w=lg; &7
We get:
s k)W =0 ()

The vector w 13 composed by room pulse responses
g, and g, The index of the maxima of the room pulse
response g; indicates the time delay of the direct path from
source speech to the microphone. The expectation of
Eq. 5 can be get by:

By (b w=R w=0,,, (6)

where, w is the eigenvector corresponding to the
eigenvalue 0. If g, and g, share no common zeros and the

autocorrelation matrix R, = E{s(k)s"(K)} of the source
signals is of full rank, such a two-channel acoustic system
1s blindly identifiable. In practice, noise always exists and
W is found as the normalized eigenvector of R
corresponding to the smallest eigenvalue, that is
(Chen et al., 2006):

W= argmvilanwa (7)

Equation 7 can be estimated by adaptive algorithms,
such as Normalized Least Mean Square (NLMS) and
Recursive Least Square (RLS) algorithms. But the
convergence of NLMS is rather slow in the noisy
environment and the computational complexity of RLS is
huge. In this study, a newly PSP-AED (parallel sub
gradient projection AED) algorithm 1s proposed, by which
the eigenvector w 1s adaptively estimated with better
convergence and lower computation than those of
traditional algorithms.

Consider the real Hilbert space (#.<-->) and define
d(#%,,C,) =¥, — B, (w)].¥¥, e & standing for the distance from
W, to a closed convex set C,. Provided that (%, ),..<H is

satisfied, then a sequence of adaptive filter coefficient
vectors can be obtamed iteratively as:

Wiy =Wy +7‘1<[§ nik)PHf(\}’k)(wk)_WkJ (&)

where the relaxation parameters satisfy Ae[0, 2]
(Yamada et «l., 2002). Thus, the parallel subgradient
projection P () onto the convex set C, is defined as
(Yamada and Yukawa, 2002; Yukawa et al., 2007):

W v, e Hi(W, )
S e —e® (D
P ()™ g, By, e
[V e

where, g is a convex function, Ag(W,) is the sub gradient
at point W, I, = {15, .., I} =N, geN, and:
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For PSP-AED algorithm, assume:

«  w=[g£"]T is the room pulse response from source
spealker to a pair of microphones

o vk = [y (kv (k)]" is the received signal by the pair
of microphones

* Y, = Vi YerronYer | €ER™ is the matrix of the input
signal of the estimation, where, r is the step

o g = viw/w] = [elk), ek-1), ..., e(k-r+1)] i the

normalized error vector

Define the convex set:

T 2
Cuip)= {v“v cH ” Hr?vWHl;” p= 0} 10
k
and the convex function:
Ta P
g(")g””kjﬁ;” P E H (11)
Wi
Then the gradient operator of the convex
function:
T.
t::Vg(\?v):ZYﬁ,‘v’ﬁve]{ (12)
Wi

Equation 8 and 9 can be calculated literately by
substituting Eq. 11 and 12.

Source localization and directed enhancement system in
glasses digital hearing aid: The localization precision of
the microphone array is decided by the dimension of the
array and the number of the microphones, that is, the more
microphones the amray concludes, the more accurate
resolution 1t reaches. In digital hearing aid, the dimension
of the microphone array and the number of the
microphones are limited by the application. In this study,
a glasses digital hearing aid with a 4-components square
array 1s used to evaluate the proposed algorithm. The
locations of the microphones and the speech source are
illustrated in Fig. 2.

Suppose that the microphone m, locates the original
point of the 3-D space and the real coordinates of the
speech source is § = [x, v, z]"e¢R* which can be calculated
by the radius r, the azimuth angle 6 and the elevation
angle ¢.

According to Fig. 2, 1, 6 and ¢ can be estimated by
the distance differences among microphone pairs:
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Fig. 2: Four components square microphone array

S NS R diy +di, — diy 13
=X +y +z _72(d12+d147d13) ( )
5= & —dip{dp —2r) (1 4)
2d
- & - dy,(dy, —2r) (1 5)
2d
o=t [ ||l a6
X & —djy(d;; - 2r)
¢:sin'1|: * :|:sin'1{ y :| (17)
rcos rsin®
Where:
d;= W jeL23.4 (18)
f

and t; is the time delay between m,and m; which is
depicted by samples and f, is the sampling rate of the
speech signals.

Broadband linearly constrained minimum variance
(LCMY) beamforming: For broadband speech signal, the
performance of Mimmum Variance Distortion less
signal Response (MVDR), Generalized Sidelobe
Canceller (G5C) and narrow band Linearly Constramned
Mimimum Variance (LCMV) beamforming degrades
(Benesty et al, 2008; Saysar and Aldaihani, 2012).
Broadband L.CMV decomposes the speech signal into
subbands by filterbank and processes TLCMV
beamforming in each subband and then the whole
enhanced output signal is synthesized The synthesized
output signal:
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209= Y by, (&) (19)
n=l

where, h, 1s the coeflicient vector of the nth FIR filter.
Substitute:

vo(ky=glsik),n =12, N (20)

mto Eq. 19, the output:
2(k) = {ihﬁen}%(k) (21)
=l

where, G, 18 the room pulse response matrix from source
speech to the nth microphone. In order to restore the
source speech Distortion less, broadband LCMYV filter 1s
obtained by solving the following optimization problem
(L1 and Stoica, 2006):

LT . T
mhmh R h,subjectto G'h =u

(22)
u=t o - of,

EXPERIMENTS AND SIMULATIONS

In all simulations and experiments the speech
segments come from MULTIMIC speech database of
Carnegie Mellon University, with the sampling frequency
f, = 16 kHz and the length 2 sec. The reverberant room has
2 meter width, 3 meter length and 3 meter high, with
reverberant time Ty, = 250 m sec. The locations of the
microphone array and the speaker are demonstrated in
Fig. 2. In order to decrease the computational complex we
cut the room pulse response to the length 512
(Kuttruff, 2000). Simulations are repeated with different
speech segments and the results are averaged.

Room pulse response estimation with different SNR:
Adaptive Eigenvalue Decomposition (AED) algorithm
estimates the room impulse response and finds the index
of the maxima which corresponds to the time delay from
the source speech to the microphone of the direct path.
The estimations of the room impulse response h, (which
indicates the path from the source speech to microphone
m,) by traditional NLMS-AED algorithm and the proposed
PSP-AED algorithm with different SNRs are shown in
Fig. 3, in which the left column shows the real response of
h,, the middle column shows the estimations of
NLMS-AED algorithm with different SNRs and the right
column shows the estimations of PSP-AED algorithm with

different SNRs. The estimations of room impulse response
from the source speech to other microphenes achieve
similar results.

Figure 3a shows when pure speech mput without
noise, both NLMS-AED and PSP-AED algorithms
achieve good estimations of the index of the maxima
of h, which indicates the time delay of the direct path.
Figure 3b and ¢ show when the SNRs of the input speech
decrease, the estimation results of NLMS-AED algorithm
deteriorate with obscured maxima of h,, while PSP-AED
algorithm holds the excellent estimation of time delay with
cleared maxima of the h,. Numerical experiments show that
when SNR lower than 0 dB NLMS-AED algorithm fails,
while such limit of PSP-AED algorithm 1s lower to -20 dB.

According to Eq. 13-18, 1, 8 and ¢ can be estimated
by the distance differences among microphone pairs
which is deduced by room pulse responses. Experiments
demonstrate that when SNR = 0 dB the result (r, 0 and ¢)
of PSP-AED algorithm 15 more accurate than that of
NLMS-AED algorithm and GCC algorithm fails.

Directed speech enhancement: The goal of directed
speech enhancement experiments 1s to improve the quality
of the nput speech segments. The spectrogram and
Signal Interference Ration (STR) of signals before and after
enhancement are compared in the following. Spectrogram
is a time-frequency analysis graphic of signal with time as
abscissa and frequency as ordinate. The color or gray
scale of the spectrogram indicates the intensity of the
point of the signal. Twenty speech segments from
MULTIMIC database are experimented. Figure 4a and b
show the waveform and the spectrogram of target speech
S, and Fig. 4¢ and d shows the waveform and the
spectrogram of interference speech S,.

The received signals of microphones m,-m, are
mixture of these two input signals in reverberation room.
In audition test, the target speech S, cannot be identified
and understood from the microphone received signal.

Figure 5 shows the waveform and spectrogram of
enhanced output signal after the proposed broadband
LCMYV beam forming. Compared to the mixture signal of
microphone, the waveform and the spectrogram of Fig. 5
are close to the target speech SO and the audition test
indicates better speech quality.

Minimum Variance Distortion less Response
(MVDR), Generalized Sidelobe Canceller (GSC) and the
proposed broadband LCMYV beamforming experiments are
conducted with plenty of speech segments input and
Table 1 shows averaged enhancement results of SIR with
different algorithms.
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Table 1: The 8TRs before and after enhancement

Non-reverberation environment

Reverberation environment

STR before (dB) SIR after(dB) SIR before(dB) SIR after(dB)
MYDR 2.52 10.74 2.08 4.23
Gsc 2.52 12.81 2.08 4.86
Broadband LCMV 2.52 13.04 2.08 745
Table 1 indicates that m non-reverberation  Chen, J., J. Benesty and Y. Huang, 2006. Tine delay

environment, all of MVDR, GSC and the proposed
broadband LCMV extubit satisfying performance with
8-10 dB promotion of SIR. But in reverberation
enviroment, the broadband LCMV beam forming
achieves 5 dB promotion, better than MVDR (2.15 dB
averaged) and G3C (2.78 dB averaged).

CONCLUSION

In this study a new 3-D localization and directed
speech enhancement scheme for glasses digital hearing
aids 18 proposed. Based on multichannel adaptive
eigenvalue decomposition algorithm, the scheme
estimates the impulse response coefficients from speech
source to microphones by subgradient projection method,
and then calculates the position of the speech source by
geometric method. With the position of the source, the
scheme erthances the speech signal in sub bands using
wideband LCMV beam forming. The interferences and the
noises are eliminated when the beam pattern 15 directed to
the target source position. Compared with the traditional
algorithms, the proposed algorithm is robust when
reverberation and noise exist. Experiments and simulations
demonstrate the validity of the scheme.
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