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Abstract: Segmentation of microscopic image of harmful algae is a crucial step in harmful algae classification
and recognition system. FCM is a powerful tool for image segmentation and has been applied into various
applications successfully. However, traditional FCM algorithm is sensitive to the noise due to the fact that it
only accounts for the pixel’s value mformation, not takes the neighboring pixels’ spatial information mto
consideration. Furthermore, the performance of traditional FCM becomes poor when the input data are
nonlinearly. Tn order to overcome the shortcomings of traditional FCM, this study presented a modified Fuzzy
C-means (FCM) algonithm for image segmentation. The proposed method is realized by modifying the objective
function in the Szilagyi’s algorithm via introducing histogram-based weight. Furthermore, the kernel method
was introduced to replace the original Euclidean distance in the Szilagyi’s algorithm. Experimental results on
microscopic images of harmful algae show that the proposed approach has better performance compared with

other methods.
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INTRODUCTION

Fuzzy C-means (FCM) clustering algorithm, an
unsupervised clustering technique, has been widely
used in image segmentation since it was proposed
(Zhang and Wang, 2006, Chen et al., 2006). Compared
with hard C-means algorithm (Gomz et al., 2006), FCM 1s
able to preserve more information from the original image.
However, first of all it 1s noise sensitive because of not
taking into account the spatial information (Chuang et al.,
2006);, secondly it 1s suppose that each feature date has
the same contribution to classifying results (Ii et al,
2005); finally its performance becomes poor when the
mput data are nonlmearly. To solve the first problem,
recently, many researchers proposed the algorithms
accounting for spatial information via modifying the
objective function of standard FCM algorithm
(Chuang et al., 2006, Chen and Zhang, 2004). To solve the
second problem, L1 et al. (2005) proposed a modified
clustering algorithm via introducing feature weight of the
data. To solve the last problem, kernel method was
mtroduced to replace the original Euclidean distance
(Ma et al., 2007, Zhang and Chen, 2004).

Harmful algae occurs worldwide and is a major
problem in the world in terms of aquatic ecosystem,

human health and economy (Tran et al, 2010).
Specifically, toxin accumulation in marine bivalves is a
common phenomenon during algal blooming events that
can lead to a closure of shellfish harvest for human
consumption. Tt is reported that harmful algae blooms
alone cost the United States 50 million dollars per year
and sewage polluted waters adversely affect human
health and the economy (LaGier et al., 2007). Therefore,
monitoring of harmful algae automatically using
microscopic  image processing and recognition
technology 1s crucial to restrict human access to
contaminated waters and products. Tmage segmentation
is one of the important steps in an image processing and
analysis system of microscopic image of harmful algae.

Based on the above analysis, this study proposed an
algorithm for segmentation of microscopic image of
harmful algae using modified FCM combined with kernel
method, KSW-FCM.

TRADITIONAL FCM ALGORITHM

The FCM algorithm assigns pixels to each category
by wusing fuzzy memberships Let X={x,1=1,2,.,
nx,c RY denotes an image withn pixels to be partitioned

into ¢ clusters, where x; represents features data.
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The algorithm is an iterative optimization that minimizes
the objective function defined as follows:

Jm:iiu“‘ X

k=li=1l

v [ (1)

With the following constraints:

fu, €011 Y, =1¥i,0< Yu, <n, vk} (2)

k=1 i=l

where, u,; represents the membership of pixel x in the k®
cluster, v, is the k™ class center; ||| denotes the Buclidean
distance, m=>1 is a weighting exponent on each fuzzy
membership. The parameter m controls the fuzziness of
the resulting partition. The membership functions and
cluster centers are updated by the following expressions:

Y “)-Zf(m-l) )]
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And:

v, = i (4)

Tn implementation, matrix V is randomly initialize and
then 17 and V are updated through an iterative process
using Eq. 3 and 4, respectively.

SPATIALLY WEIGHTED FCM WITH KERNEL
METHOD

Modified FCM algorithm: FCM clustering algorithm is a
powerful tool for segmenting the images and has been
applied successfully to the various applications.
However, traditional FCM algorithm is sensitive to noise
due to not taking spatial mformation mto consideration.
In order to overcome such drawback, many researchers
proposed the modified FCM algorithms.
Szilagyl et al. (2003) proposed a fast FCM clustering
algorithm which 1s called EnFCM, used for gray level
image segmentation. The algorithm accounts for pixel
spatial information. Before the algorithm implementation,
a linearly weighted sum image &£ composed by original

have

mmage and local neighboring average of each pixel in
original image, was calculated as follows:

&= Ex ) (5)

T+a Ny &

where, £ is the gray value of the ith pixel in the image £ N,
stands for the set of neighbors falling into a local window
around x; and N, 1s its cardinality. The parameter ¢ in the
second term controls the effect of the penalty. In essence,
the addition of the second term m Eq. 5, equivalently,
formulates a spatial constraint and aims at keeping
contimuity on neighboring pixel values around x,.

Accordingly, the modified objective function was
described as follows:

c

s Tl ”E-u - VkH2 (6)

k=l I=l

where, £ = {£,1
from he image £ defined in Eq. 5 according to gray level.
v={v} (k=1,2,.,c) represents the prototype of the k™
cluster, U =4u,t (k=1,2 L, .,¢,1=1,2,L,..., q
represents the fuzzy membership of gray value 1 with
respect to cluster k. q denotes the number of the gray
level of the given image which 1s generally much smaller
than N. vy, is the number of the pixels having the gray
value equal to ], where 1 =1, 2, L,..., g. Naturally 21“1:1 v =N

Similar to the standard FCM algorithm, under the
constraints that:

=1,2k,..., q} is the data set rearranging

21;1 u, =1

for any |, mimmize I, defined in Eq. 6. Specifically, taking
the first denivatives of T, with respect to uy and v, and
zeroing them, respectively, two necessary but not
sufficient conditions for T, will be obtained as follows:

B AN .
) 2::1 (E_.l —Vr)*if(m—n
' HYI - (&)

e 2, 1"/1uk1

Obviously, m Eq. 6, gray level was viewed as the
classified data. Hence, the number of classified data only
depends on gray level and doesn’t enlarge with the
increasing of image size. However, Eq. 6 doesn’t take
different gray level has different influence on classifying
results into consideration, 1.e., Eq. 6 consider that every
gray level has the same contribution to the classifying
results. Actually, according to the gray level histogram
of the image it 1s clear that the occurrence frequencies
of different gray level are different. Therefore,
different gray level Thas different contribution to
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clustering results. Based on above analysis, we modified
the objective function in Eq. 6 as follows:

1= 3 S worunle v, ©)

k=11=1

where, w, 1s the weighting coefficient of £, (1=1,2, .., q)
and can be computed via histogram as follows:

W1=L, 1=0,L---,q (10)

where, q denotes the number of the gray level of the given
image. v, is the number of the pixels having the gray value
equal to ], where 1 =1, 2,...q. Naturally:

6 q _
= N, 21=1W1 =1

e, w, (1=1, 2., q) can be viewed as the occurrence

probability of each gray level. Hence, from Eq. 10 it is

known that the weighting coefficient of each gray level

can be given by the normalized image histogram.
Similarly, under the constraints that:

21;1 u, =1

for any 1, mimmize J, defined in Eq. 9. Specifically, taking
the first derivatives of I, with respect to u, and v, and
zeroing them, respectively, two mnecessary but not
sufficient conditions for I, will be obtained as follows:

(g e (11)
LN vy e
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From Eq. 12 it 1s known that the fimction of weighting
coefficient w; lies in adjusting the clustering center.
Equation 12 will degenerated to Eq. 8 while w, = 1/q.

The modified FCM algorithm (spatially weighting
FCM clustering algorithm, called SWEFCM) can be
summarized as follows:

Step 1: Fix m>1 and 2<c<N-1; then select initial class
prototypes v, (k = 1, 2,....c); set €0 to a very
small value

Step 2: Compute the new image &£ in terms of Eq. 5 in
advance

Repeat:

Step 3: Compute/modify i, with p, by Eq. 11 and 12

Step 4: Update v, with the modified p, by Eq. 12 Until
(| View V<€)

Modified FCM combined with kernel method: Though
FCM has been applied to numerous clustering problems
it still suffers from poor performance when boundaries
among clusters in the nput data are nonlinear. One
alternative approach is to transform the input data into a
feature space of a higher dimensionality using a nonlinear
mapping function so that nonlinear problems in the input
space can be linearly treated in the feature space. One of
the most popular data transformation methods adopted in
recent studies is the kernel method (Ma et al, 2007,
Zhang and Chen, 2004). One of the advantageous features
of the kernel method is that input data can be implicitly
transformed into the feature space without knowledge of
the mapping function. Furthermore, the dot product in the
feature space can be calculated using a kernel function.
With the incorporation of the kernel method, the objective
function of (1) in the feature space using the mapping
function @ can be rewritten as follow:

=Yy - ow,)f (13)

k=l =l

Through kernel substitution, the above objective
function can be rewritten as:

r S23 S ur K, v, ) (14)

k=l i=l

where, K (x;, v, ) is function kernel which generally takes
the Gaussian Radial Basis Function (GRBF) kernel with
the following form:

K{x,y)= exp[_ “Xc_z y“ } (15)

By using the Lagrange multiplier to minimize the
objective function (14), the membership functions can be
updated as follow:

(-K{x, v )" ®
Uy, =—
PO-Kix, vy te?
1=

(16)

And the cluster centers can be updated as follow:

N
upKx,, v, x;
2 ) (17)

Vi

- N
EUEK(Xng)
i=l

Similar to the kemelized version of (1), we kernelized
(9) and obtain the following new objective function
through  the kernel-induced  distance  measure
substitution:
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P = Y wyut (- K(E,v,)) (18)

=1 1=

where, K (£ v) is still taken as GRBF, w,, v, and & are
defined as (9).

Formally, the above optimization problem comes in
the form:

min J? subject toEq. (2) (1%
U {7}

In a similar way to the standard FCM algorithm, the
objective function I*, can be minimized under the
constraint of U as stated in (2) and then the membership
functions and cluster centers are updated by the
following expressions:

u, = (1 - K(‘gl,vk ))7”("‘71)
ARG, vt

=l

(20)

3wz (K (G, v,)8)
v, == (21)

3w s (K, v, )

The modified FCM, spatially weighted FCM with
kernel method (KSW-FCM), can be summarized as
follows:

Step 1: Fix m>land 2<c<N-1; set €>0 to a very small
value. maximum iterative number n,,

Step 2: Initialize cluster centers v, (k=1,2, ... ¢)

Step 3: Compute the new image £ in terms of Eq. 5 in
advance

Repeat:

Step 4: Compute/modify p, with v, by Eq. 20 and 21

Step 5: Update v, with the modified u, by Eq. 21 Until
(Ve -V ® | <e or iterative number n>n,,.)

EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we carried out some experiments on
microscopic images of harmful algae to verify the
performance of our proposed algorithm for image
segmentation. All experimental data are taken from the
web page: http://hab. jnu.edu.cn/index.asp.

Figure 1a shows an original microscopic image of
harmful algae. Figure 1b-d display the segmentation
results using traditional FCM algorithm, Szilagyi’s
algorithm (Szilagyi et al, 2003 and the proposed
algorithm, respectively. The parameters’ settings are
c=2m=2a=5¢e=10"

Fig. 2a shows another original microscopic image of
harmful algae. Figure 2b-d display the segmentation

Fig. 1(a-d). Segmentation results of microscopic image of
harmful algae, (a) Omginal image, (b)
Segmentation using FCM, (c¢) Segmentation
using Szilagyi’s algorithm presented in
Szilagyi et al. (2003) and (d) Segmentation
using proposed method

Fig. 2(a-d). Segmentation results of microscopic image of
harmful algae, (a) Original image, (b)
Segmentation using FCM, (c¢) Segmentation
using szlagyi’s algorithm presented 1n
Szilagy1 et al. (2003) and (d) Segmentation
using proposed method
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results using traditional FCM algorithm, Szilagyi’s
algorithm and the proposed algorithm, respectively. The
parameters’ settings arec=2,m=2,a=58=10"

From Fig. 1 and 2, we can see that the segmentation
effects of both the Szilagyi’s algorithm and the
KNW-FCM are better than that of traditional FCM
algonthm. Furthermore, compared Fig. 1¢ with Fig. 1d and
Fig. 2¢ with Fig. 2d, we know that the segmentation
results obtained by the proposed method are more
consistent and accurate than that of the Szilagyi’s
algorithm.

CONCLUSION

In this study, an automatic modified FCM clustering
algorithm for image segmentation was proposed. The
proposed algorithm is realized by modified the objective
function in the Szilagyi’s algorithm via introducing the
gray histogram-based weighting and kemel method.
Experimental results on microscopic images of harmful
algae show that proposed method can dramatically
improves the robustness to noise compared with
traditional FCM and can achieves better denoising
performance compared with Szilagyi’s algorithm.
Therefore, the proposed approach will be promising in real
processing and recognition system of microscopic image

of harmful algae.
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