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Abstract: We integrate the approach of forecasting multi-step attack, the association rule, fuzzy evaluation and
Hidden Markov Model (HMM) and support the method of forecasting multi-step attack based on fuzzy Hidden
Markov Model. Firstly, we fuse raw alerts mto super alert. Then we obtan the imtial state matrix by the
probability of the attack, determine the state transition matrix by the association rule and obtain the observation
matrix by fuzzy evaluation. Finally, we recognize the alert belonging to attack scenarios with the Forward
algorithm of HMM and forecast the next possible attack sequence with the Viterbi algorithm of HMM.
Simulation experiments results verify the validity of the approach.
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INTRODUCTION

Cwrrently, the network security situation is
mcreasingly sophisticated and the multi-step network
attack has become the mainstream of network attack. 2012
Chinese Internet network security reports released by the
National Computer network FEmergency Response
techmcal Team Coordimation Center of China
(CNCERT/CC) shows that warms, Distributed Denial of
Service (DDoS) (Xie ef al., 2013) and other multi-step
network attacks account for 60% of overall network
attacks. Multi-step attack (Yuan, 2010) means the
attackers apply multiple attack steps to attack the security
holes of target itself and achieve the devastating blow to
the target (Wang et al., 2007). In the multi-step attacl,
there 1s a causal relationship between multiple attack
steps and also have the characteristics of the property of
time sequence {Chen and Yan, 2011 )and the uncertamty
on steps (Zhai and Zhou, 2011) and so on.

Current research on the approaches to forecasting
multi-step attack behaviors, mainly includes four types:
(1) The approach to forecasting multi-step attack based
on the antecedents and consequences of the attack
(Wang and Cheng, 2005). It applies the precursor
subsequent relationship of the event, to forecasting the
attacker wants to implement attacks in the near future.
Because of the complexity and the diversity of the attack
behaviors, this approach 1s difficult to achieve. (2) The
approach to forecasting multi-step attack based on
Hierarchical Colored Petri Nets (HCPN) (Wu et al., 2008,
Yan et al., 2006), it applies the raw alerts by Petri Nets and

considers the attack intention is inferred by raw alerts. But
this approach focus on the detection of multi-step attack
behaviors (Zhai and Zhou, 2011). (3) The approach to
forecasting multi-step attack based on Bayes game theory
(Cao et al., 2007a, b). Tt could forecast the probability
that the attackers choose to attack and the probability
that the defenders choose to defend in the next stage
rationally. However, in current study.only two person
game model is established, so this approach has some
limitations. (4) The approach to forecasting multi-step
attack based on attack intention (Chen and Yan, 2011;
Zhang, 2007, Wang and Cheng, 2005), It uses
extended-directed graph to describe the logical
relationship between attack behaviors and forecasts
the next stage by the logical relationship. The
shortcoming of this approach s that it 1s difficult to
determine the matching degree(threshold)of the multi-step
attack.

In order to achieve the effective forecast of multi-step
attack, In this study we propose a new approach to
forecasting multi-step attack-the approach to forecasting
multi-step attack based on fuzzy Hidden Markov Model.
Firstly, we fuse raw alerts into super alert. Then we obtain
the imtal state matrix by the probability of the attack,
determine the state transition matrix by the association
rule and obtain the observation matrix by fuzzy
evaluation. Finally, we recognize the alert belonging to
attack scenarios with the Forward algorithm of HMM and
forecast the next possible attack sequence with the Viterbi
algonithm of HMM. Simulation experiments results vernify
the validity of the approach.
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MODEL OF FORECASTING MULTI-STEPATTACK
BASED ON FUZZY HIDDEN MARKOV MODEL

Hidden Markov Model (HMM) (Faeiz et al., 2010,
Lee et al, 2008) usually used to deal with the problems
related to the time sequence and it has been widely
used 1n speech recognition, signal processing,
bioinformatics and other fields. Recent years, Hidden
Markov Model 1s also used in the field of intrusion
detection field.

Hidden Markov Model 1s characterized by the
following:

The number of states m the model

The number of observation symbols per state

The state transition matrix

The probability distribution of V

The mmitial state probability distribution of this model

T W<

Based on the characteristics of Hidden Markov
Model and the concealment, difficult to observe and
forecast of multi-step network attack behaviors, so we
propose a fuzzy Hidden Markov Model and realize the
recognition and forecasting of multi-step attaclk.

The process of the approach is listed as follows:
Firstly, we fuse raw alerts into hyper alert. Then we obtain
the imtial state matrix by the probability of the attack,
determine the state transition matrix by the association
rule and obtain the observation matrix by fuzzy
evaluation. Finally, we recognize the alert belonging to
attack scenarios with the Forward algorithm of HMM and
we forecast the next possible attack sequence with the
Viterbi algorithm of HMM. Simulation experiments results
verify the validity of the approach. The flow chart is
shown in Fig. 1.

The model of recognizing and forecasting multi-step
attack based on fuzzy Hidden Markov Model is shown in
Fig. 2.

RELATED WORK

Raw alerts processing: Based on the characteristics of
the raw alerts associated with semantic analysis, the
format of the raw alert 1s defined as:
RawAlert(RawAlert TD, RawAlert Type, Source TP,
Destination TP, Start/End Time), the format of the hyper
alert 13 defined as: HyperAlert(HyperAlert ID, Hyper
Alert Type, Source IP, Destination IP, Start/End Time,
Alerts Count).
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Fig. 1: Flow chart of forecasting multi-step attack based on fuzzy hidden markov model
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Fig. 2: Model of recognizing and forecasting multi-step attack based on fuzzy hidden markov model

Table 1: Raw alerts

Alert ID Alert name Source IP Destination IP Start/end time
1 TCMP Echo Reply 172.16.112.1 172.16.113.168 05:18/05:18
2 ICMP Echo Reply 172.16.112.2 172.16.113.168 05:18/05:18
M ICMP Echo Reply 172.16.112.m 172.16.113.168 05:31/05:31
Table 2: Hyper alert

HyperAlert ID Hyperalert_name Source_IP Destination_IP Start/end_time Alert_Count
001 ICMP Echo Reply 172.16.112.* 172.16.113.168 05:18/05:31 m

Raw alerts fuse into hyper alert, rules are defined as
follows:

¢« In the raw alerts, if the wvalues of the
attributes-RawAlert TD  and Start/End Time are
different and the values of the other three attributes
are the same, we will recognize these raw alerts are
repeating alerts of an event and leave only one of
them and discard the test of them

* We fuse raw alerts that the values of these two
attributes-Source TP and Destination TP are the same
mto hyper alert (Zhai and Zhou, 2011). As 1s shown
in Table 1 and 2

Determination of state transition matrix-association
rules: By the recent research of association rules
(Zhang et al., 2008; Zhang, 2007), we find that association
rules and miming technique can help us calculating the
state transition matrix in multi-step network attack
behaviors which effectively reflects the dependencies
between attack intentions.

We assume (1) There are two attack intentions in the
multi-step attack X, mtention 1, intenticn j (2) a, are the
state  transition probability between two attack
intentions and a; = p(intention i-intention j). If the
intention items has association rule: Intention 1~intention
1, we say there 1s a state transition relationship between
intention i and intention j. In this study, a;is calculated as
follows:

a; = p(intention i~intention j) = count
(intention i~intention j ¥count(intentioni)... ... *

In (*), count (intention i~ intention j) represents the
number of intention i and intention j are simultaneously in
an intention items and intention j followed intention i.
count(intention i) represents the number of intention i
occurred in the intention set. For instance, as is shown in
Fig. 3 and according to (*), the calculation results are
shown in Table 3.

Determination of observation-fuzzy evaluation: Fuzzy
evaluation is a method based on fuzzy mathematics
comprehensive evaluation.This method dwpends on the
membership degree of fuzzy mathematics theory,
transform qualitative into quantitative evaluation. That is
to say, using fuzzy mathematics to make a comprehensive
decision to a thing which is constrained by a number of
factors. Fuzzy evaluation can effectively deal with its
native subjectivity during the evaluation process, as well
as deal with the encountered fuzzy phenomenon
objectively (Zhao et al., 2009).

We assume (1) B: The relative weight of each alert
under a certain criterion. (2) A: weight set. (3) R: The
membership degree matrix. Where:

Iy T Iy
L, I T
— — 21 22 2n
B=AoR=(a,,a,.....a, 0
rml rm2 Ton
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Intention Set  Number

Intention [d  Intention Item
1 134 scan th 2
2 135 —_— 23 :
3 1235 (3 3
4 5 1 !
{5} 3
Fig. 3: Initialization
Table 3: Results
LV B CY I CH I SY)
B0 1/2 172 0 0
o 0o 2/3 0 1/3
Byo o 0 1/3 2/3
Wo o o 0o 0
{So o 0 0 0
Table 4: Definition of impact level (Zhao, 2007)
Tmpact Level Description
v Negligible
vy Small
Vy General
Va Serious
Vs Key

o 18 the fuzzy operator. In this study, we will use fuzzy
operator M(s, ®). Example below.

. Factor set: U = {A, A, A A, AL AL AL AL A,
A AL AL ALY Ass short for Alert. This rule also
applies to the others parts of this study

+  Evaluation set: V = {v,, v,, v,, ¥,, v.}.The definition
of v, is shown in Table 4

According to Table 4, experts make a probabilistic
evaluation to the factor set U. Each expert decide its
unpact on the various factors, the impact probability 1s
one of v, v, v, v,, v;. Combine with the evaluation on
each expert, we calculate for each alert impacts the
completion of attack intention and get the membership
matrix R as the observation matrix:

1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0000 0.000 0.000
0.0000 0.490 0490 0.020 0.000 0.000 0.000 0.000 0.000 0.000 0000 0.000 0.000
R=[0.000 0.000 0.000 0000 0.200 0.200 0200 0.200 0.200 0.000 0000 0.000 0.000
0.000 0.000 0.000 0.000 0000 0.000 0.000 0.000 0.000 1000 0000 0.000 0.000
0.000 0.000 0.000 0.000 0000 0.000 0.000 0.000 0.000 0.000 0660 0170 0.170

Setting the weights of v, v, v 5 v, v s the weight
order is 1/25, 3/25, 5/25, 7/25, 9/25. According to the
equation B = AcR, we get the relative weights: [0.040,
0.059,0.059, 0.024,0.040,0.040, 0.040,0.040, 0.040, 0.280,
0.238, 0.010, 0.010]. After the Normalization, we get the
vector [0.043, 0.043, 0.065, 0.043, 0.065,0.043, 0.043,0.043,
0.043, 0.043, 0.304, 0.259, 0.011, 0.011].

From the above results, we can obtain that A, and
A have the biggest impact to the completion of the
attack intention. When we detect the same alert in this
type of multi-step attack in the future, we should increase
owr efforts to prevent and avoid the occurrence of such
attacks.

Algorithm to recognizing and forecasting multi-step
attack based on hidden markov model-forward algorithm
and viterbi algorithm: The steps of Forward Algorithm
are as follows:

Step 1: Initialization:
o, (i) = b, (0,), where 1 <i < N (1)
Step 2: Iterative calculation:
N
o (jF[Z at(i)aj,}bj @) )
i=1
Where:
(l<t<T-L1<i<N)
Step 3: Termination condition:

pOI M) =3 c (i) 3)

Among them, A is the given HMM model, O 1s the
observation sequence and O = {0,, 0,, ..., 0,}.

The steps of Viterbi Algorithm are as follows:
Step 1:  Initialization:
8,(i)=mb,(0,), where 1<i<N 4

Y =0 (5)

Step 2: Iterative calculation:

8,(j) = max(3,. (ija; ) b,(0,) )
Whe.re 1<i<N . (7
Wy, (j) = arg max(s,_, (i)a;)
Step 3: Termination conditions:
* = max(d(1)) (8)
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qr* = arg max (3(1)) )

Step 4: The optimal path:

" = Pei(Ges™) 10

Where:
t=T-1,T-2,....1
SIMULATION EXPERIMENT AND ANALYSIS

The data set is used in the simulation experiment is
an attack scenario testing data sets LLDOS1.0 (inside)
provided by DARPA (Defense Advanced Research
Projects Agency) in 2000. We extract two kinds of
multi-step attack from it, they are DDoS multi-step attack
and FTP Bounce multi-step attack (Zhao et al, 2009).
According to section 2 and we establish two fuzzy Hidden
Markov Model, they are DDoS HMM and FTP
Bounce HMM. The parameters of fuzzy Hidden Markov
Model are shown as follows.

*  Alerts and attack mtentions of DDoS HMM are
shown as follows:

*  IPSweep-Al: ICMP Echo Reply

*  SadmindPing-A2: RPC portmap sadmind request
UDP, A3: RPC portmap Solaris port query udp
request, Ad: RPC sadmind UDP Ping

*  SadmindExploit-A,;. RPC portmap Solaris sadmind
port query udp request, A, RPC port sadmind
request UDP, A, RPC sadmind UDP, A, RPC
sadmind UDP Netmgt Proc Service Client Domain
Overflow attempt, A,; RPC PORTMAP Solaris
sadmind port query udp portmapper sadmind port
query attempt

+  InstallDDoSTools-A,, Rservices rsh root

* Launch DDoSAttack-4,,: SNMP AgentX/cp
request, A,; SNMP trap tfp; A5 SNMP request tep

The initial state matrix p, state transition matrix A and
observation matrix B of DdoS HMM 18 shown from
Table 5-7.

¢ Alerts and Attack Tntentions of FTP Bounce HMM
are shown as follows:

¢ TPSweep-A,: ICMP Echo Reply, A,: TCMP Ping
NMAP

+  PortScan-A.. Scan NMAP TCPM, A, Scan
synscan port scan

Table 5: Initial state matrix p

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5
0.250 0.750 0.000 0.000 0.000

Table 6: State transition matrix A
Statel  State?  Stated  Stated  Stated

Stetel | 0.000 1000 0000 0000 0.000

State2| 0000 0177 0823 0000  0.000

State3| 0.000  0.228 0688 0028 0.056

Stated| 0.000  0.000 000D 0750 0.350

State5] 0000  0.000 0000 0000 0.000

Table 7: Observation matrix B

Alertl Alert2 Alert3 Alertd Alerts Alertd Alent7 Alertd Alert? Alertl0 Alertll Alertl2 Alertl3

Statel | 1.000 0.000 0000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Stated| 0000 0490 0490 0.020 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

State3| 0000 0.000 0000 0.000 0200 0200 0300 0.200 0.200 0.000 0.000 0.000 0.000

State4 | 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0000 0.000 0.000

State5 L0000 0.000 0000 0.000 000D 0.000 0.000 0.000 0.000 0.000 0660 0170 0.170

Table 8: Initial state matrix p

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5
0.667 0.333 0.000 0.000 0.000

Table 9: State transition matrix

Statel State? Btate3 Stated Stated

Statel | 0.600 0400 0.000 0.000 0.000

StateZ| 0.000 0823 0.177 0.000 0.000

State3| 0.000 0.000 0.625 0.375 Q.000

Stated| 0.000 0.000 0.000 0.750 0.250

State5 | 0.000 0.000 0.000 0.000 1.000

Table 10: Observation matrix B

Alert] Alert2 Alert3 Alert4 Aletd Alerté Alet7 Alert® Alert® Alert10

Statel | 0.250 0750 Q000 0000 0000 Q000 0000 Q000 0000 Q.000

State2| 0.000 0.000 0118 0882 0000 0000 D000 0000 0.000 0.000

State3| 0000 0000 Q000 0000 0625 0375 0000 QOD0 0000 0.000

Stated| 0000 0000 Q000 0000 0000 QOO0 0000 1.000 0000 0.000

State5] 0.000 0.000 0000 0000 0000 0000 0000 0000 0833 0187

»  FTPExploit-A;: FTP anonymous login attempt, A
FTP anonymous ftp login attempt

s A FTP forward

»  RhostModify-A;: FTP rhosts

s  LaunchFTPBounceAttack-A, Rservices rsh root,
Ay Rservices rlogin root

The initial state matrix p, state transition matrix A and
observation matrix B of FTP Bounce HMM is shown from
Table 8-10.

Example 1: When we received alerts”TCMP Echo Reply™
and "RPC portmap Solaris sadmind port query udp
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request”, according to the forward algorithm of Hidden
Markov Model, we will obtain the probability based on
DDoS HMM and FTP Bounce HMM, respectively:

P(Alerts | DDoS HMM) = 0.1225
P(Alerts | FTP Bounce HMM) = 0.0079

We can see from the above results,
P(Alerts|DDoS HMM)>P(Alerts|FTP  Bounce HMM),
that 1s to say, the ongomg multi-step attack behavior 1s
likely to be DDoS attack.

Example 2: When the conscle receives the alert
sequence {Alert,, Alert;, Alert,, Alert;}, we can obtain the
completed attack sequence (Faeiz et al., 2010, Lee et al.,

2008; Wu et al, 2008). That is to say, now completed
attack 1s the previous three attack mtentions-IPSweep,
SadmindPing and SadmindExploit, next attack mtention
would be InstallDDoSTools.

CONCLUSION

By the current research on the approaches to
forecasting multi-step attack behaviors, we integrate the
approach of forecasting multi-step attack, the association
rule, fuzzy evaluation and Hidden Markov Model (HMM)
and support the method of forecasting multi-step attack
based on fuzzy Hidden Markov Model. By this approach
we canrecogmize and forecast the multi-step attack better.
Simulation experiments results verify the validity of the
approach.
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