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Abstract: In recent years, Wireless Sensor Networks (WSNs) have become interesting for a wide range of

applications and a hot research area. Cluster-based routing protocols are more adequate for WSN among

different types of routing protocols due to the higher energy utilization rate and being more scalable. In this
study, cluster-based routing protocols have been reviewed. In addition, the advantages and objectives of this

group of routing protocols are sketched out. Furthermore, several cluster-based routing protocols are analyzed

n detail and compared according to the several important metrics. In conclusion, the study 1s summarized and

finalized with some directions for future cluster-based routing protocols.
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INTRODUCTION

The combination  of innovations m
Micro-Electro-Mechanical systems and the development
of low power radio technologies, in addition to the
advances in low-power embedded micro-controllers, result
in the appearance of a specific type of ad hoc
network called a Wireless Sensor Network (WSN)
(Heinzelman et al., 2000; Lindsey et al., 2002; Younis and
Fahmy, 2004). WSNs have received a significant amount
of attraction in recent years, because of their benefits in
sensing and gathering different kinds of data in various
environments. WSNs consist of hundred to thousand
sensor nodes which measure a property from the
environment as well as processing and transmitting the
collected data to the Base Station (BS). They are bemng
used in a varied range of applications, such as disaster
relief operations, biodiversity mapping, agriculture,
medicine and health care and facility management
(Yourus and Fahmy, 2004; Yick et al., 2008; Liu, 2012).
Due to the task-oriented feature of WSNs, they are more
suitable for environmental monitoring applications
(Ferng et al., 2012). Some of these applications, such as
checking the water flow, gas flow and home security,
make the “home automation” possible (Femng ef al., 2012).
However, WSNs have many constraints due to the
limited capabilities of the sensor nodes. Some of these
restraints are limited computational power; low memory;

limited transmission range, which leads to multi-hop
restricted battery power, as their
batteries cammot be replaced after deployment and the low
band width of wireless links. As the sensor nodes have
limited and non-rechargeable energy resources, energy

communications;

efficiency 1s a very critical 1ssue in WSNs that affects the
network life time significantly. Hence, the main concern in
designing protocols 13 how to mimmize the energy
consumption and maximize the
(Guetal., 2013).

Routing protocols in WSNs are responsible for
discovering and maintaining energy efficient routes, in
order to make the communications reliable and efficient
(Al-Karaki and Kamal, 2004). However, they have some
features that make them challenging and different from the
traditional routing protocols in other wireless networks.
Firstly, using TP-based routing protocols is infeasible in
WSN, since the IP address cannot be assigned to the
sensor nodes. Secondly, the data flow characteristics are

network lifetime

different in such networks, where the data from multiple
sensor nodes are going to the BS. Thirdly, as the multiple
sensors in the same area can generate similar data, the
sources can create data redundancy in data traffic. Finally,
routing protocols should meet network obstacles, such as
limited energy, commumnication band width, ete. (L, 2012;
Alyildiz et al., 2002; Roseline and Sumath, 2011).
Various munbers of routing protocols are proposed
for WSN with the common objective of getting the 1deal
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trade between energy consumption, latency and bit data
rate (Haneef and Zhongliang, 2012). Among the different
categories of routing protocols based on the network
architecture, cluster-based (hierarchical) routing protocols
are more energy efficient and increase the scalability as
well as the lifetime of the network (Heinzelman et ai., 2000,
Liu, 2012; Naeimi et al., 2012).

Recently, numerous cluster-based routing protocols
have been developed for WSNs. In this study, we discuss
the challenges related to the design of new routing
protocols i detail. In addition, we attempt to
comprehensively review and discuss the prominent
cluster-based routing protocols which have been
proposed for WSNs. Then, these protocols are surveyed
based on the important design factors. Our goal is to
provide a deeper understanding of the approaches and
methods used in the clustering process.

DESIGN CHALLENGES OF ROUTING
PROTOCOLS IN WSNS

As mentioned previously, routing protocols in WSN
are responsible for discovering and mamtaming energy
efficient routes in the network, in order to make
communications reliable and efficient (Al-Karaki and
Kamal, 2004). Due to the limitations in this kind of
network, the main and definitive aim of routing protocol
design 1s extending the network lifetime by keeping the
sensors alive as long as possible. This issue results in
keeping the network comnected, for a long period of
time (Roseline and Sumath, 2011,
Zhongliang, 2012).

There are some challenging factors which are

Haneef and

important in designing routing protocols. These include
energy consumption, node deployment, scalability,
coverage, location awareness, the nature of the nodes,
the complexity of the control overhead messages,
Quality of (Qo8) and application
(Haneef and Zhongliang, 2012, Al-Karaki and
Kamal, 2004). A short discussion is provided for these
metrics as follows.

Service

Energy consumption: The mam goal of routing protocols
is to deliver data among the sensors and sink in an
efficient way. Bach sensor node consumes energy in
sensing, processing, receiving and transmitting
mformation. Among these, data transmission 1s the most
energy consuming task (Haneef and Zhongliang, 2012).
Since, the sensor nodes have limited energy resources,

energy depletion of some nodes results in great topology

and network connectivity changes, reorganization of the
network and finding new routes. Therefore, there 1s a need
to design routing protocols that can accommodate the
trade off between energy consumption optimization and
accuracy (Haneef and Zhongliang, 2012; Alyildiz and
Vuran, 2010; Cordeiro and Agrawal, 2011).

Node deployment: Node deployment is very application

dependent. Moreover, it influences the

consumption,

energy
lifetime and the
throughput of the network. Node deployment can be
manual (deterministic), randomized or non-uniform. In the
first strategy, the nodes are located determimistically in

coverage, delay,

order to meet the required performance objectives. In
manual node deployment, the coverage of the area is
satisfied with density.
Although, thisis a good solution when the nodes

careful choice of mnode
are expensive or their operations are mfluenced by
their position (e.g. in underwater applications), it is not
appropriate for harsh environments. Random deployment
15 a good solution for this kind of environment in which
the sensor nodes are scattered in the environment
randomly. Furthermore, the node density can be
controlled. As the sensor nodes are very cheap and small,
a large population of nodes can be utilized which results
1n a uniform node distribution (Younis and Akkaya, 2008).
If the application is related to event detection, then it is
efficient to have a umform node deployment to get
effective results (Haneef and Zhongliang, 2012). However,
non-uniform node distribution 1s another method to utilize
the mfluence of non-uniform energy expenditure. The
main idea is that the nodes with different densities are
scattered in the various regions of the field which results
in balancing the communication load and energy
expenditure of these regions (Yuan ef al., 2011).

Scalability: The number of the nodes that are deployed in
the field may vary from tens to thousands. The
routing protocol  should be
efficiently with this enormous number of nodes
(Haneef and Zhongliang, 2012; Al-Karaki and
Kamal, 2004). When the number of nodes 1s extensive, it
15 infeasible that each node mamtams global knowledge
of network topology. Therefore, routing

scalable to work

scalable
protocols should be fully distributed m order to work
efficiently with a limited knowledge about the network
topology (Akyildiz and Vuran, 2010).

Coverage: In some cases depending on the application,

the sensor networks have to support contimuous
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coverage of the area; the network should be able to
provide the data from anywhere at any tune m
order to fulfill the requirement of application
(Soro and Heinzelman, 2009). In addition, mn some
applications, high node density 1s used i order to fulfill
the required coverage (Haneef and Zhonglang, 2012;
Soro and Heinzelman, 2009). This factor not only affects
the coverage and connectivity of the network but also
avoids the nodes becoming isolated from each other.
However, high node density
redundancy.

increases the data

Location awareness: Some routing protocols require the
location information of sensor nodes m order to perform
their tasks. The location information of nodes can be
achieved via a Global Positioming System (GPS) or
posttioning algonithm. GPS ncreases the hardware cost of
nodes and positioming algorithms need the sensor nodes
to exchange many messages. This results n increasing
the overhead messages and energy consumption.
Therefore, it will be reasonably better if the routing
protocols do not require location information (Liu et al.,
2007).

Nature of nodes: In WSN, the nodes that arescattered
over the environment can be either homogeneous or
heterogeneous which is very application dependent.
When the nodes are homogeneous, they have the same
capabilities, such as transmission range, battery life,
processing power or speed of movement. The
heterogeneous nodes have different capabilities, such
as different initial energy. The existence of heterogeneous
nodes introduces many technical issues related to data
routing (Al-Karaki and Kamal, 2004).

Control messages: The overhead of the control messages
exchanged for finding new routes and maintaining existing
routes should be kept to the mimmum. The centrol
packets can reduce the throughput of the network due to
collision with data packets and consume band width
(Murthy and Manoj, 2004).

QoS: The routing protocols should also be able to
provide a certain level of QoS that is required by
the application. The QoS parameters
bandwidth, delivery  delay, jitter, throughput etc.
(Murthy and Manoj, 2004). For instance, target detection
and tracking applications require low transmission delay
for the time-sensitive data. While, multimedia networks
require ligh throughput (Dargie and Poellabauer, 2010).
However, in many applications, energy consumption

can be

which is directly related to the network lifetime, is more
important than the quality of the transmitted data
(Al-Karaki and Kamnal, 2004).

Application: The routing protocels are very application
specific. The design of new routing protocols is
affected by the environmental conditions, network
topology and the requirements of the application
(Kumarawadu et al., 2008). In other words, different
scenarios or network environments need different routing
protocols. From the application’s viewpoint, data can be
collected from the environment using various methods. In
time-driven methods, such as environmental momitoring,
the sensor nodes send their data periodically to BS or
gateways. In event-driven methods, the sensor nodes
report the collected data when the event occurs, such as
fire detection applications. Eventually, in query-driven
methods, the BS requests data from the nodes and sends
a query (Al-Karaki and Kamal, 2004; Dargie and
Poellabauer, 2010).

The aforementioned factors are the design challenges
of routing protocols whichaffect the performance of WSN.
Tt should be noted once again that the routing protocols
in WSN are very application specific and, hence, all of the
factors mentioned previously affect them significantly.

CUSTER-BASED ROUTING PROTOCOLS IN WSNS

It has been proven by many researchers that
cluster-based routing protocols are more energy efficient
than non-cluster based routing protocols, in that they
increase the scalability and lifetime of the network
(Heinzelmen et al., 2000, L, 2012; Naeimi ef al., 2012;
Yuetal, 2011).

Cluster-based routing protocols are composed of
rounds. Each round consists of four stages: Cluster head
selection, cluster formation, intra-cluster communication
andinter-cluster commumcation. In the first stage, the
Cluster Head (CH) nodes are selected with the purpose of
gathering data from the Cluster Members (CMs) or
ordinary nodes. This stage 1s followed by comstructing
the clusters. In other words, the ordinary nodes select a
CH to jomm and form the clusters. In mtra-cluster
communication stage, the CMs gather the data and send
itto their CHs. After receiving the data from the CMs, the
CHs perform data aggregation to omit the redundant
data. Tn inter-cluster communication stage, the CHs send
the data to the BS (Liu, 2012; Haneef and Zhongliang,
2012). Both intra and inter cluster communication phase
might be performed m single hop or multi-hop
comimunication.
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Clustering protocols have numerous advantages
which make them the most suitable and compatible
protocols for WSN (Haneef and Zhonglang, 2012;
Naeimi ef al., 2012). These main advantages are described
as below. The total energy expenditure of data
transmission is minimized. In addition, data collision is
reduced and redundant data are eliminated n data
aggregation process. Furthermore, the delay 1s reduced,
since only CHs perform the task of data transmission. The
bandwidth  demand lessened and the limited
bandwidth 1s used effectively. The overhead of routing
and topology mamtenance i1s decreased. Moreover, the
network manageability and scalability are enhanced
(Liuand Shi, 2012).

is

PROMINENT ENERGY EFFICIENT
CLUSTER-BASED ROUTING PROTOCOLS

In this section, a comprehensive survey of promment
cluster-based routing protocols 1s presented. These
routing protocols are discussed in detail and their
advantages and disadvantages are highlighted.

Low Energy Adaptive Clustering Hierarchy (LEACH):
LEACH proposed by Heinzelman et al. (2000) is one of the
well-known cluster-based routing algorithms. LEACH is
a self-orgamzed and adaptive clustering protocol that
uses randomization in order to distribute energy equally
among the network. The operation of LEACH is divided
into rounds. Each round consists of a setup and a steady
state phase. It 13 assumed that the sensor nodes have the

e
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same initial energy. In the setup phase, each node decides
to be a CH based on a threshold, T (n). This decision is
independent from the other nodes. The nodes that have
elected themselves as the CH for the current round,
broadcast an advertisement message. The non-CH nodes
select a CH based on the signal strength they have
received (1.e. they join the closest CH). After the clusters
are formed, the CHs define a Tine Division Multiple
Access (TDMA) schedule for their CMs. In the steady
state phase, the CMs send the collected data to their CH.
The CHs accomplish data aggregation to omit the
redundant data and compress the data into one single
signal. Then, the CHs send this signal to the BS directly.
After a predetermined period, the next round will be
started. The topology of LEACH i1s shown m Fig. 1. The
advantages of LEACH are described below.

The role of the CH is rotated among the nodes in the
network in order to balance the energy consumption
(Zungeru et al., 2012). By performing data aggregation,
LEACH reduces the amount of data that must be
transmitted to the BS. No extra negation is required for CH
selection which results in the reduction of control
messages (Hemzelman ef al., 2000). The nodes are dead in
a random fashion, thus no part of the network 13 not being
sensed due to nodes death (Heinzelman et al, 2000).
LEACH does not require any control information from the
BS or global knowledge of the network to operate,
thus 1t 18 a completely distributed routing protocol
(Heinzelman et al., 2000; Liu, 2012). This routing protocol
uses TDMA and Code Division Multiple Access (CDMA)
in order to avoid collisions and interference (Liu, 2012).

BS

Fig. 1: Topology of LEACH
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Although, LEACH is the simplest hierarchical
protocol and can lead to saving energy in WSN, some
problems exist. Firstly, the residual energy of the node is
not considered n CH selection. Hence, the nodes with
lower initial energy can be selected as CHs which results
in premature death, coverage and energy hole problems
(Liu, 2012; Abbasi and Yourus, 2007). Furthermore, as the
clusters are reformed i each phase, a significant
amount of energy is wasted in order to construct the
clusters (Liu and Shi, 2012). Moreover, CHs can be dense
or sparse in different areas, as LEACH performs the
CH-selection phase in terms of probabilities (Liu, 2012).
Since, CHs send the aggregated data to the BS directly,
the CHs far away from the BS will die earlier (Chen, 2012).
Finally, due to the smgle hop transmission in the
inter-cluster and mitra-cluster commumecations, LEACH 1s
not appropriate for large size networks. Thus, it is not a
scalable routing protocol (Liu and Shi, 2012).

LEACH-centralized (LEACH-C): As LEACH does not
guarantee the placement or number of CHs, another
protocol LEACH-C was proposed by
Heinzelman et al. (2000). It consists of two phases: The
first phase uses a centralized clustering algorithm and the
second phase is identical to the steady state phase in
LEACH. The sensor nodes have the same initial energy at
the beginming. During the setup phase, all the nodes send
a message to the BS which contams their location and
energy level. The BS calculates the average energy of the
nodes to make sure that the energy is distributed
uniformly among the nodes (Heinzelman ef al., 2000).
Those sensor nodes whose energy level 1s less than the
average cannot be selected as the CH for the cuwrent
round. The BS tries to find the CHs among the remaining
nodes using a simulated annealing algorithm. The
algorithm tries to mimimize the amount of energy for
non-CH nodes by minimizing the total sum of squared
distance between the non-CH nodes and the closest CH
(Heinzelman et al., 2002). As the CHs and their clusters
are formed, the BS broadcasts a message which contams
the ID of the determined CHs for each node. If the node
1D is equal to the ID of CH, it is selected as the CH,
otherwise, the node determines its TDMA slot for data
transmission and goes to the sleep mode. The steady
state phase is the same as LEACH. The advantages of
LEACH-C are described below.

LEACH-C considers the energy level of nodes m CH
selection. Thus, the nodes with more energy remaimng
have  more chance of being chosen as the CH
(Heinzelman et al., 2002). In addition, the number of CHs
in each round equals a prescheduled optimal value which
1s one of the reasons that LEACH-C out performs LEACH

(Heinzelman et al., 2002, Muruganathan et al., 2005).
Furthermore, it transmits 40% more data per unit of time,
since the BS uses the global knowledge of the network to
create better clusters. Therefore, less energy 1s required
for data transmission with the creation of these clusters
(Muruganathan et al., 2005).

Although, LEACH-C outperforms LEACH, it has
some limitations. Firstly, smce the CHs have to transfer
data to the BS in a single hop manner, they deplete a
noticeable amount of energy (Muruganathan et al., 2005).
Moreover, a significant amount of control messages
should be sent at the beginming of each round which
consumes considerable energy. Finally, as the cluster
setup phase is accomplished each round, energy
expenditure and latency 1s increased (Bajaber and Awan,
2011).

Energy Efficient Unequal Clustering (EEUC): EEUC was
proposed by Li et al. (2005) m order to solve the problem
of hot spots. The hot spot problem s related to the early
death of CH nodes which are closed to the BS. The CHs
near to the BS have to relay more load in addition to the
data of their own cluster. Consequently, thewr power 1s
exhausted quickly. EEUC 15 a distributed CH competitive
algorithm. Tt is assumed that the sensor nodes have the
same initial energy. The tentative CHs are selected with
the same probability which is a predefined threshold. Each
tentative CH has a competition range which decreases as
its distance to the BS decreases. The clusters near the BS
have a smaller size in order to save more energy for their
inter-cluster communications. Additionally, the final CHs
are not i each other’s competition diameter. The CH
selection is primarily based on the residual energy of each
node. Then, the tentative CHs compete to become the
final CH in local regions. Once the CHs are defined, they
start advertising. The nodes join the CHs that are closest
to them. The intra-cluster communication is the same as
LEACH in which the CHs perform data aggregation after
gathering the data. L1 ef al. (2005) mtroduced a threshold,
for multi-hop commurnications. If the distance between the
CH and the BS i1s less than the threshold, it will
communicate with the BS directly. Otherwise, the CHs
should choose a relay node. Each CH broadcasts a
message which contains mformation about the node ID,
residual energy and the distance to the BS. CHs will
choose an adjacent node with less distance to the BS and
more residual energy m order to extend the network
lifetime and reduce wireless channel mterference. The
advantages of EEUC are described below.

EEUC fries to resolve the hot spot problem by
forming smaller clusters near the BS (L1 ef al, 2005).
Moeoreover, 1t considers the nodes with more residual
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energy in CH selection and CH rotation to balance the
energy expenditure across the network (L1 ef al., 2005). In
addition, it mtroduces a method for relay node selection
that reduces wireless charmel interference.

However, EEUC has drawbacks. Firstly, the CH
selection (1L.e. selection of tentative CH until final stage)
requires broadcasting a sigmficant amount of centrol
messages  which energy  consumption.
Secondly, EEUC increases the completion of the setup
phase as it needs to determine the neighbor nodes and
gather resource information (Naeimi et al., 2012). Finally,
it increases the overhead and declines the performance of
the network due to extra global data aggregation
(Boymbode et al., 2010).

increases

Energy Efficient Clustering Scheme (EECS): The EECS
was proposed by Ye ef al. (2005). It 1s assumed that the
sensor nodes have the same 1mtial energy in EECS. In CH
election, some nodes with a probability are selected as the
candidate Chs. The candidate CHs
advertisement message in the range of R competition. Tf
there is another candidate node with higher residual
energy in this range, it will give up the competition.
Otherwise, it will be selected as the final CH. Since the
inter-cluster communications in the EECS are based on the

broadcast an

single hop, the CHs far from the BS will lose a significant
amount of energy and will die earlier. Thus, the cluster
formation phase in the EECS is completely different from
other approaches. In the EECS, a weighted cost function
1s introduced. The nodes choose their CHs based ontwo
factors: Their distance to the CH and the CH distance to
the BS. Thus, the clusters far from the BS become smaller
than the ones near to the BS. In other words, each node
joins the CH with mmimum cost. This 1ssue will result in
an energy saving of the nodes and balance the load of the
CH that they want to join (Naeimi et al., 2012). Tt should
be noted that the EECS is appropriate for periodic data
gathering applications. The benefits of the routing
protocol are described below.

The EECS develops the distribution of energy over
the network which results in a better utilization of the
prolongs  the
(Boyinbode et al., 2010). Moreover, it solves the problem
that the CHs that are far from the BS require more energy
for inter-cluster communication.

However, it has some disadvantages. Firstly, clusters
near the BS may be burdened which may result in the
quick death of the CHs (Bovinbode et al, 2010).
Secondly, as communication with the BS in a single hop

resources  and network lifetime

manner consummes a considerable amount of energy, EECS
1s not appropnate for large size networks (Liu, 2012). Also,

non-CH nodes need global knowledge relating to the
location in order to compute their distance to the BS and
CHs (L1, 2012). Finally, sice all the nodes must compete
in CH election, this routing protocol mereases the control
overhead complexity (Liu, 2012).

Base Station Controlled Dynamic Clustering Protocol
(BCDCP): The BCDCP 1s a centralized clustering routing
protocol proposed by Muruganathan et al. (2005). The
BS, as the key component of BCDCP, is capable of
complicated calculations. Cluster formation 1s the main
idea of this protocol where the CHs are distributed
uniformly over the network and serve equal number of the
CMs. The sensor nodes have equal initial energy. The
BCDCP consists of two phases: Setup phase and data
communication phase. The setup phase consists of the
following sub-phases: Cluster setup, cluster selection,
CH-to-CH routing path formation and schedule creation
for each CH. At the beginmng of each round, the nodes
send their current energy level to the BS. Then, the BS
calculates the average energy of the network. Clustering
is performed based on an iterative cluster-splitting
algorithm. In other words, a group of nodes 13 chosen
whose energy level 13 above the average energy of the
network. The selected CHs for this round are chosen from
this group. First, two nodes far away from each other are
chosen. The remaining nodes are grouped in these two
nodes based on their distance (i.e. the closest one). Next,
the two groups become balanced in order to have
approximately the same number of nodes. After balancing,
the two sub-clusters are formed. In this way, minimum
energy 18 required for the communication phase. This
process will be repeated until the desired number of
clusters 1s achieved. The BCDCP uses a CH-to-CH
multi-hop transmission for inter-cluster communications.
Once the clusters and CHs are formed, the BS chooses the
lowest routing path and forwards the information about
the selected CH, clusters grouping details and routing
path to all the nodes. Routing paths are formed based on
the MST (Shen, 1999). The CH which has to communicate
with the BS directly, is chosen randomly. This
randomization helps prevent constantly choosing the CHs
near the BS as a relay node. The BCDCP utilizes a TDMA
scheduling scheme to mimmize collision among the nodes.
The next phase is data communication which consists of
data gathering, data fusion and data routing. Each sensor
node sends data to its CH according to the defined time
slot. CHs aggregate data and send it to the BS using the
CH-to-CH routing path. Tt should be noted that the
BCDCP also uses CDMA in order to avoid radio
interference. The advantages of BCDCP are described
below.
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The BS performs all the severe tasks, such as CH
selection, cluster setup, CH-to-CH path formation and
randomized rotation of CH, m order to save a considerable
amount of energy. Furthermore, clusters are distributed
uniformly and each CH consumes the same amount of
energy (Liu, 2012). In addition, since the BCDCP uses the
1dea of randomized rotation of CH, it prevents the quick
death of the CH near the BS (Muruganathan et al., 2005).
Tt also prevents collision and radio interference by
utilizing the TDMA and CDMA schemes.

However, there are a few limitations with the BCDCP.
Firstly, since the BCDCP is a centralized algorithm, it is
not appropriate for large scale networks (L, 2012).
Secondly, sensor nodes must send their energy level and
location to the BS at the beginming of each round which
consumes a noticeable amount of energy. Furthermore,
the complexity 1n the design of the network mcreases
(Liu, 2012). Thurdly, if the CHs far away from the BS are
chosen m CH randomization, their energy will be depleted.
Finally, the BCDCP assumes that the sensor nodes always
have data to send, thus it is not appropriate for event
driven applications, such as the tracking of enemy
activities, fault detection and diagnosis in machinery
(Liuand Shi, 2012).

Energy Efficient Heterogeneous Clustered (EEHC): The
EEH Cprotocol that was proposed by Kumar ef al. (2009)
considers a network with heterogeneous nodes m terms
of energy. There are three heterogeneity levels m EEHC:
Super nodes, advanced nodes and normal nodes. To be
more specific, this protocol extends the network lifetime
by using heterogeneous sensor nodes. Tt elects the CH in
a distributed fashion (Katiyar ef al., 2011a). The CH
selection 1s based on the weighted election probabilities
of each node in accordance with the remaining energy.
Although, the EEHC considers the residual energy of
nodes, it does not consider the initial energy of nodes.
The phases in EEHC are identical to LEACH. However,
some differences exist. In LEACH, all the nodes are
homogeneous. In addition, EEHC uses the weighted
probabilities to obtain the threshold used to elect the CH
i each round. The advantages of EEHC are described
below.

EEHC considers heterogeneous nodes in terms of
energy in order to improve the network lifetime
(Kumar et al., 2009). Furthermore, it considers the
remaining energy of the nodes in the CH selection.
Therefore, the nodes with more residual energy have more
chance of becoming the CH for the current round.

However, single hop communications with the BS
results in quick energy depletion of the CHs.

LEACH-Fuzzy Logic (LEACH-FL): LEAHC-FIL, whichis
an improvement of the LEACH protocol based on the
fuzzy logic, was proposed by Ran ef al. (2010). The only
difference between LEACH and LEACH-FL concerns the
method of CH selection LEACH-FL considers three
attributes  of i theselection of the CH
(1.e. distance, node density and battery level). These three
attributes are used as three input functions to transform
the system input into fuzzy sets. The BS selects nodes
with a higher chance as the CH using if-then rules in fuzzy
interface. The remaining operations of LEACH-FL are the
same as LEACH. In addition, it is assumed that the sensor
nodes are equal in terms of the mitial energy.

LEACH-FL.  outperforms LEACH due to
itsconsideration of the three atiributes in CH selection.
However, it has linitations. Smce the BS should have
knowledge about the location and other information of the
nodes, LEACH-FL 1s not applicable for large scale
networks (Taheri et al., 2012). In addition, sending the
local information at the beginning of each round is energy
consuming. Furthermore, CHs should communicate with
the BS directly. Therefore, the CHs far from the BS spend
more energy and die quickly.

nodes

Far Zone-LEACH (FZ-LEACH): Far Zone-LEACH
(FZ-LEACH) was proposed by Katiyar ef al. (2011a) in
order to solve the problem of the varying cluster sizes m
LEACH. FZ-LEACH contains two phases: Cluster setup
phase and steady state phase. The CH selection and
cluster formation are identical to LEACH. The nodes have
equal mtial energy. After the clusters are formed, each CH
creates a TDMA schedule list to assign nodes a time slot
for data transmission. The CMs send their power level to
ther CH. The idea of power level 1s borrowed from
HEED (Younis and Fahmy, 2004; Katiyar et al., 2011b).
The FZ-LEACH ftries to improve
communication. Each node sends the minimum power
level that is required to commurnicate with its CH (MRP).
Then, the CH calculates an average mimimum reachability
power (AMRP) for the communication cost. The nodes
with a lower power level than the AMRP are considered
to be n the “Far Zone”. As far zones are formed, one
node 1s randomly selected as the “Zone Head” (ZH) for
the current round. The ZHs create time slots for zone
members in order to transmit data to them. Then, the ZHs
transmit data to the CHs. The far zone in a cluster can be
considered as a “Level-2” cluster. The important point of
FZ-LEACH is that the far zone is only formed when the
nodes have a MRP less than the AMRP. FZ-LEACH is
appropriate for large real life deployment of WSN. The
simple topology of FZ-LEACH 1s indicated in Fig. 2. It 1s

intra-cluster
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Fig. 2: Topology of FZ-LEACH

BS

Fig. 3: Topology of ACT

suited for large networks, since it improves long distance
transmission efficiently. However, it does not consider the
distance between the ZH and the Far-Zone members in
the ZH election. Moreover, it does not consider that ZH
may not have any Far-Zone members (Yoo, 2012).

Arranging Cluster sizes and Transmission ranges
(ACT): ACT was proposed by Lai et al. (2012) with a
topology in which the network is separated into multiple
levels. The cluster sizes in each level are the same but
different from other levels. It 15 assumed that the sensor
nodes have the same initial energy in the ACT. ACT
consists of three phases: cluster formation phase, data
forwarding and cluster mamtenance. In the cluster
formation phase, the BS divides the network topology
into K levels. Clusters near the BS are the smallest. The
largest clusters are the ones farthest from the BS. Then,
the BS calculates the radius of the clusters for each level,
number of levels, cluster radius and determines the CHs
in the ideal locations. The sensor node closest to the ideal
location will be selected as the CH. A number is assigned
to each CH. The transmission path of each CH can be
assigned as a two-dimensional array (X) (Y);, where X 1s

the level of CH and Y means the order of cluster in that
level. After the cluster setup 1s done, the CHs collect data
transmitted by the Cms using the MST concept
(Shen, 1999) and perform data aggregation. As the CH
performs data aggregation in “1” level, it forwards its data
to the next CH in “1-1” level until the transmitted data
reach the BS. In the cluster mamtenance phase, as ACT
avoids re-clustering in each round, CH rotation and
cross-level data transmission are then performed Tn CH
rotation, 1if the CH m each cluster reaches a threshold
(1.e. 15% of immtial energy), another CH (1.e. closest to the
ideal point) will be selected. During CH rotation, a change
message is broadcasted. In cross-level data transmission,
whenever the BS determines that each node m the first
level cannot serve as CH anymore, it broadcasts a
message to allow the CHs in the second level to transmit
the data directly (the same for 3th, 4th... kth level). The
topology of ACT is presented in Fig. 3. The advantages
of ACT are described below.

Since, the BS determines the size of clusters
according to their distance, the load of the CHs near the
BS reduces. Therefore, the clusters near the BS can save
more energy for inter-cluster commumications.
Furthermore, ACT allows each CH to expend almost the
same amount of energy. Thus, clusters near the BS do not
exhaust their energy so fast. In addition, it avoids cluster
re-configuration every round to extend the network
lifetime. Moreover, ACT utilizes cross-level transmission
to prolong the networls lifetime.

However, there are some limitations with ACT. It does
not address the coverage problem (Lai et al., 2012). In
addition, although cluster sizes are arranged according to
energy consumption, the location of the newly selected
CH strays from the ideal ones. This causes the
distribution of energy to fluctuate (Fu et al., 2013).
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Chain head
o) 02

Fig. 4: Topology of CCM

Chain cluster-based mixed (CCM): The CCM routing
protacol, proposed by Tang et al. (2012), tends to use and
mtegrate the advantages of two algorithms: PEGASIS in
terms of low energy consumption and LEACH in terms of
short transmission delay. CCM consists of two phases:
Chain based routing and cluster based routing. The
sensor nodes have equal imtial energy m CCM. In the first
phase, each node can transmit data with the two closest
node neighbors m the same chain. Generally, in this step,
the nodes in each chain send their data to the chain head.
In CCM, each node plays the role of the chamn head in
turn. The chain head generates two tolkens and passes
them to the two ends of the chain to transmait their data to
their neighbors in parallel. Each node that receives a token
will fuse the received data with its own and sends 1t to the
next neighbor node. This process will be continued until
all the data are transmitted to the chain head. Next, the
chain heads aggregate data and destroy two tokens. The
chain-based routing is performed using the same method
in all chains. Then, the second phase of CCM is started.
The chain heads form a cluster and the rest of the nodes
go mto sleep mode. Cluster-based routing mncludes two
stages: Voting CH and data transmission. In the first
stage, all the members broadcast their residual energy.
The node with the highest residual energy will be chosen
as the CH and advertise itself. Then, it assigns a time slot
for each member by creating a TDMA schedule. After
collecting all the data from the members, the CH performs
data aggregation and sends the data directly to the BS.
The applications of CCM are gathering the utility of water,
electricity and gas mn a remote way. Figure 4 indicates the
topology of CCM.

CCM solves the weaknesses of the extra energy
overhead for periodic CH selection in LEACH and the
long transmission delay of PEGASIS. However, it has
some drawbacks.

If the chains are not far enough or does not have
CDMA functionality, the transmissions in the chains
should happen sequentially which results in a delay
(Tang et al., 2012). In addition, if the selected CH is far

away from the BS, it will consume much energy to
send data in a single hop mamer. Finally, since in the
cluster-based routing just one cluster is formed, CCM is
not appropriate for large-scale networks.

Energy Aware Distributed Clustering (EADC): The
EADC routing protocol was proposed by Yu et al (2012)
for networks with non-uniform node distribution. This
cluster-based routing protocol consists of an energy
aware clustering algorithm and a cluster-based routing
algorithm. In EADC, it is assumed that the sensor nodes
are heterogeneous in terms of the mitial energy. EADC
starts to make clusters in equal sizes. In the routing
algorithm, EADC chooses the CHs with more remaining
energy and less CMs as the relay node for the next hops.
In the cluster-based routing protocol, a routing tree based
on the CHs will be constructed. The energy consumption
of the CHs m multi-hop commumication is divided mto
intra-cluster energy consumption and inter-cluster energy
consumption. As the CHs m EADC are distributed
uniformly in the network with even cluster size, the
intra-cluster energy consumption of the nodes are the
same. However, due to non-uniform node distribution, the
load 1s still imbalanced among the CHs. Therefore, EADC
adjusts the intra-cluster and inter-cluster energy
consumption of the CHs to prolong the network lifetime.
Several CHs should be chosen to communicate with BS
directly. Yu et al. (2012) mtroduced a distance threshold
that is identical to the distance threshold in EEUC
(L1 et al., 2005). The CHs select a relay node with more
residual energy, less the CMs and nearer to the BS as
their next hop. EADC has several advantages which are
described below.

EADC considers the heterogeneity of nodes in terms
of energy m the CH selection phase. In addition, the CHs
are distributed uniformly among the network and they can
cover all the nodes in the monitored area. Moreover, the
cluster-based routing algorithm m EADC efficiently
balances the energy expenditure between the CHs by
choosing the CH with more remaining energy and less
CMs as the next hop.

However, due to the different density of the nodes in
some regions, in dense areas, there will be redundancy
and duplication in data. This redundancy m data
transmission is energy consuming and not considered in
EADC.

COMPARISON OF PROMINENT CLUSTER-BASED
ROUTING PROTOCOLS IN WSNS

In this section, the energy efficient cluster-based
routing protocols in theprevious section are compared n
Table 1. We compare these routing protocols based on
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Table 1: Comparison of prominent clustering algorithms in W8N

Control
Energy Delivery message Node TL.ocation

Protocol efficiency  Scalability delay Mobility complexity distribution  awareness  Sensor type Coverage Application

LEACH Very low  Very low  Very small Stationary — low Random Mot required Homogeneous Not considered  Time-driven
LEACH-C Very low Very low  Small Stationary ~ Very high  Random Required Homogeneous Not considered  Time-driven
EEUC High High Moderate  Stationary  High Uniform Required Homogeneous Not considered  Time-driven
EECS Moderate Low Small Stationary ~ Very high  Uniform Required Homogeneous Not considered  Time-driven
BRCDCP Very low  Very low  8mall Stationary ~ Very high  Random Required Homogeneous Not considered  Time-driven
EEHC Low Very low  Very small Stationary  Low Random Required Heterogeneous Mot considered Time-driven
LEACH-FL Very low Verylow Small Stationary ~ Very high  Random Required Homogeneous Not considered Time-driven
FZ-LEACH Low Low Very small Stationary  Low Random Not required Homogeneous Not considered Time-driven
ACT Moderate Very low  Small Stationary ~ Very high  Uniform Required Homogeneous Not considered Event-driven
CCM Low Low Moderate  Stationary  High Grid Required Homogeneous Not considered Time-driven
EADC High High Moderate  Stationary  High Nonuniform Not required Heterogeneous Not considered  Time-driven

the important metrics which are discussed in detail in
section 2, as shown in Table 1. These important metrics
have an influence on the design and performance of
routing protocols.

CONCLUSION AND OPEN ISSUES

WSN has received much attraction recently due to its
various usages in diverse applications. Routing has a key
role in W8N, since it is the most energy-conserving
factor. Among the different classifications of routing
protocols  based the network architecture,
cluster-based routing protocols are more suitable for

on

WSN. In the past few years, there has been an increasing
effort in designing efficient and adequate cluster-based
routing protocols for WSN.

In this study, a comprehensive swvey on
cluster-based routing protocols in WSNs is presented.
We have discussed the design challenges of the routing
protocols Additionally,
cluster-based routing protocols are deeply analyzed and

i detail. a few classical
compared based on the important metrics. Although the
presented clustering routing protocols tried to improve
the performance of WSN, still come challenges are
remained. First, QoS problem is needed to be addressed in
future studies which is the mam problem of real-time
applications. Secondly, coverage requirements need to be
considered in the design of future cluster-based routing
protocols, since it is an outstanding issue to preserve the
complete coverage of area in a long period. Finally, future
works need to investigate the methods to handle the
challenges related to the mobility of the nodes in the
the

node-mobility applications.

network such as topology changes in the

In conclusion, once agam it should be noted that the
routing protocols are very application specific in WSN.
Moreover, each application has its own requirements

which should be considered in the design.
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