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Abstract: In this study, a novel method based Multiple Instance Learming 1s proposed for human action
recognition in video image sequences. First of all, HOG and T-HOG model is used for extracting space-time

interest points feature, optical flow model 1s used for extracting motion features which are used to characterize
human action. Then we combine spatial-temporal points of interest vector with the optical flow vector to form

a hybrid feature vector. Final Multiple Instance Learmng algorithm is presented which 1s used to recognize
human actions. Experimental results show the effectiveness of the proposed method in comparison with other
related works in the literature and the proposed method can enhance the robustness, also tolerate noise and

mnterference conditions.

Key words: Human action recogmtion, multiple instance learning, space-time interest poimnts, optical flow

model

INTRODUCTION

Recent advances m computer vision have fuelled
numerous initiatives which aim to automatically recognize
human actions. Recogmzing human actions m video
sequences has a wide range of potential applications,
such as video surveillance system (Zhou et al., 2011),
interpretation of sport events and human computer
interactions and so on. In particular, a human action
recognition system may enable the detection of abnormal
actions as opposed to the normal action of persons in
public places like airports and subway stations.
Automated human action recogmition may be used for
real-time monitoring of the elderly people, patients or
babies (Amien and Lin, 2007). Specifically, human action
recognition aims at automatically telling the activity of a
person, L.e., to identify 1f someone 1s wallkang, dancing or
performing other types of actions. However, it remains a
challenging problem in computer vision to achieve robust
human actions recognition from image sequences due to
occlusion, human postures, illumination conditions,
changing backgrounds, camera movements, photometric
and geometric variances of objects. With moving target,
moving cameras, non-stationary background and few
vision algorithms could categorize and recognize such
human actions well.

In this study, we propose a method for automatically
recognizing human action from video sequences. This

approach includes two steps: Extracting feature of human
action and recognizing human action. In the extracting
feature, space-time interest points feature of human action
are extracted by using HOG and T-HOG method, motion
features are extracted by using optical flow model. Then
spatial-temporal point of interest vector is combined with
the optical flow vector to form a hybnd feature vector.
Final Multiple Tnstance T.earning algorithm is used for
human action recognition.

RELATED WORK

A lot of previous work has been presented in
recognizing human actions from both still wmages and
video sequences. approaches
action recognition have been proposed in the literature

Various for human
(Ke et al., 2005). Human action evolve dynamically
over time, Bayesian approaches and Hidden Markov
Models (HMM) have been extensively used to detect
simple and complex events that occur in the scenarios.
e.g., Olivera et al. (2004), Bobick and Wilson (1997),
Xiang and Gong (2006) who tries to model the full
dynamics of videos using sophisticated probabilistic
models. The problem with thus approach 1s that those
sophisticated models impose too many assumptions and
constraimnts in order to be tractable. Learmng those models
15 also hard since there are usually a large number of
parameters which need to be set. This approach may limit
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its practical use. Recently, one popular approach is to
apply tracked motion trajectories of body parts to
recognizing human action (Yilmaz and Shah, 2005;
Agarwal and Tnggs, 2004). This 15 done with much human
supervision and the robustness of the algorithm 1s ughly
dependent on the tracking system. Bobick and Davis
(2001) use a representation known as “temporal
templates” to capture both motion and shape, represented
as evolving silhouettes. Flaherty et al. (2005) proposed a
LDA method of motion processing for action recognition.
Schuldt et al. (2004) performed human action
recognition by training SVM classifiers. But these
approaches ignore the contextual mformation provided by
different frames in a video, the modeling and learming
frameworks are rather simple. Another work named “video
epitomes™ 1s proposed by Cheung et al. (2005). However,
all of the above methods demand aligned tramng
examples to learn detectors with high detection accuracy
via supervised learning. They model the space-time
cubes from a specific video by a generative model. The
learned model is a compact representation of the original
video, therefore, these approaches are suitable for video
super-resolution and video interpolation but not for
recognition.

Recognizing human actions in video is both a
challenging problem and an interesting research area.
Generally, two important questions are involved in
action recognition. One 1s how to extract useful
motion information from raw video data and the other 1s
how to model reference movements which effectively deal
with varations at spatial and temporal scales within
similar motion classes. Space-time gradients and other
optical often useful for
recogmition.

flow-based features are

FEATURE EXTRACTION

High quality features are essential to improve the
recognition accuracy for recogmzing human action. A
variety of features both mn time and frequency domams
have been mvestigated in human action recognition such
as variance, FFT coefficients, spectral entropy and
correlation ete. However, little work has been done on
feature analysis at the primitive level. In this study, we
evaluate two feature sets. The first feature set contains
space-time interest points for features. However, at
primitive level, complex features may not be reliably
calculated. Therefore, we only consider statistical features
that can be reliably calculated at primitive level. These
features are extracted by using HOG and T-HOG methoed.
The second set of features 1s called motion features by

optical flow model which are derived based on the
physical parameters of human motion (Zhang and
Sawchuk, 2011).

Spatial-temporal interest points feature representation:
Spatial-temporal interest points method 1s one of the most
popular approach in human action recognition. There are
varieties of methods for space-time interest points
detection in still images. Laptev and Lindeberg (2003)
proposed an extended version of the space-time interest
points detection which was in the spatial domain into
space-time domain. Blank et al (2003) extracted
space-time features for human action recognition.
Schuldt et af. (2004) tramned a SVM classifier which based
on the space-time feature for human action recognition.
Nowozn et al. (2007) detected local interest pomts and
learnt a set of discriminative subsequences for human
action classification, by which used the sequence mming
techmiques from data mining. However, the interest points
detection by using the generalized space-time interest
point detector are too sparse to characterize many
complex videos in literature (Dollar ef al., 2005). Therefore,
we detect space-time interest points using HOG and
T-HOG method to characterize human action (Laptev and
Lindeberg, 2003; Thi et al., 2012). Here we give a brief
review of this method.

*  Given a stabilized video sequence f(x, y), we detect
space-time interest points

fix, y, t) is the image in pixel (x, y) at time
t, g(x, v, t; 0%, T9) is Gaussian function that time and space
parameters can be separated. Linear multi-scale space 1s
defined as:

Lix, y. ;0% T) = gl y, o, T x, y. ) (1)

where, * is convolution cperater, 0%, T7 is independent

space scale variable and independent time scale variable.
We defined Gaussian function as:

X exp (—()«12 +¥)/26] - t2/21:12) (2

1
gxytol 1) = %
(2n) o<’

Space-time second moment matrix p is constructed
to detect space-time interest points by convolution of
multi-scale space . and gaussian weighting function
which is expressed as:

ux, v, t, 0%, ) = glx, v, 6 o, T)*
(VL 3. ¢, 021: T21)(VL(X= v, t, 021: Tzl)T) (3)
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where, 0% = 50’ T, = s1% VL(x, v, t, 01 T} are first
derivatives of scale space function 1., respectively in the
X, ¥, t direction.

In this study, we use threshoeld function H to detect
space-time interest points. Threshold function T is
defined as:

T = det(u)-k tracce’ (p) 4

Assuming ¢ = A Ak and p = A A, A, A, A, areeigen
values of the second moment matrix p. Threshold function
T 18 expressed as:

T = A* (apd(1+a+pr) (5)

where, k<ap/(1+a+p) and a maximum of k is 1/27. The
space-time interest points in images f(x, t, y) is the local
where, H is the local maxima of time and space. Figure 1
shows examples of the area of space-tine mterest points
for human actions for the KTH dataset.

¢ Qradient descriptor HOG and T-HOG are used to
describe space-time nterest pomt area cube

In STTP area cube of each image block frame f,,,
then we calculate size and direction of each pixel gradient
as follows:

P )= J(L“”L PLeoLyr ©)
' +HLEx y+D-Lix y -’

L, y+D-Lix,y-D (7)

0(x,v) = arct:
(x.3) arcanL(X+1,y)—L(X—1,y)

»  We calculated time direction changes of the cube of
space-time interest points. Scale space gradient
between frames 1s defined as:

D(x, y,t) = L{x, y, t+1)-L(x, ¥, t) (8)

Size and direction of scale space gradient difference
between frames are calculated as follows:

WK, 3.0 = DX, ¥, 1) + D(x, ¥y, t+ 1) (9

Fig. 1(a-d): Area of space-time interest points for human actions
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Dix,y,t+1)

.y, 1) = arctan ——222 -/ (10)

@(x,y,t) = arctan D%, .0

*  Statistic each frame pixel gradient in the same
histogram and the cube space direction change
information can be expressed as a feature vector 1

Motion information of human representation: The human
action 1s a dynamic event, it must be represented by the
motion information of the human. So, we use motion
features to characterize humean action. The motion
features (optical flow vector) are estimated by optical flow
model. For example, Little and Boyd (1998) analyzed the
periodic structure of gait recognition using optical flow
pattermns. In Efros ef af. (2003), the motion descriptor 1s
used to represent the video frames which has been shown
to perform reliably with noisy image sequences and has
been applied in various tasks such as action
classification, motion synthesis, etc.

To calculate the motion descriptor, we must track and
stabilize the person in a video sequence. We use an
automatic human detection method in our experiments,
since the motion descriptor that we use 13 very robust to
jitters introduced by the tracking,.

Given a stabilized video sequence, in which the
person of interest appears in the center of the field of
view, we compute the optical flow at each frame by using
the Lucas and Kanade (1981 ) algorithm.

Optical flow equation 1s expressed as:

LFALFAL =0 (11)
Where:
Izﬂ, 1:§, I¢:§= F:§= F:d_y
a7 oy a ot od T dt

where , (x, v, t) is the image in pixel (x, y) at time t, where
I(x, y. t) is the intensity at pixel (x, y) and time t, I, I, 1s
the horizontal and vertical motions in pixel (%, v).

We can obtain the optical flow vector field F = (F_, I))
by minimizing the objective function:

R =[ [ [VE[f + (vVI-F4 1Y fiedy (12)

The optical flow vector field F 1s then split into
two scalar fields F, and F, which are further half-wave
rectified mto four none-gative chammels F,", .7, F" F.~,
so that F= F,'F,~ and F= F,-F,”. These four
nonnegative channels are then blurred with a Gaussian
kernel and normalized to obtain the final four channels
Fb, Fb,, Fb ", Ih, .

The motion descriptors of two different frames are
compared by wsing a version of the normalized
correlation. Suppose u,1s the frame 1 of sequence u and its
four channels are u,, u;, u, and u,, similarly, v;is the frame
j of sequence v and its four channels are v,, v,, v, and v,,
then the similarity between frame u and frame v, is as
follows:

S, =Y T vy (13)

\eZ c=l x,yell

where, Z and N are the temporal and spatial extent of the
motion descriptors. T is set as 10 1in all of our experiments.
The dimensionality of the feature vector S is 4x7Z xN.
accuracy of human action
recognition, we combine spatial and temporal pomts of
interest vector to the optical flow vector and form a hybrid
feature vector { = [, S].

To improve the

HUMAN ACTION RECOGNITION BASED ON
MULTIPLE INSTANCE LEARNING

AnyBoost algorithm analyzing: The general class of
algorithms that named AnyBoost consists of gradient
descent algorithms for choosing linear combinations of
elements of an inner product space so as to minimize some
cost functional. Each component of the linear combmation
1s chosen to maximize a certam inner product. This mner
product corresponds to the weighted training error of the
base classifier.

Here, we give a brief review of AnyBoost algorithm
for classification.

Input: X ={X,, Xa..., X,}, with X; = (x;, ¥) as training set. M, the
maximum number of classifiers
Output:  H(x), a classifier suited for the training set

. Tnitialize the weights w; = 1/n, iz{1,...,n}

. Form=1to M
. Fit a classifier H,(3) to the training data using weights w;
. Get combined classifier I from H, Hyy,..., Huser 1y

. Let:
5, - Z;W.I();, =H, (%)) (14
Zi:lwl
. Compute:
o, = 0.510g(l - E"‘) (15)
£

. Set w;-wiexp(-o, Iyi= HE())) and renormalize to 3w, =1
Output:

Hx) = sign(3 " o, H, () (16)

m=l M
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MILBoost algorithm analyzing: Multiple Instance
Learning (MIL) algorithm 1s a variant of supervised
learning algorithm. The key idea of MIL is to provide a
different way mn constituting training samples which 1s
instead of using singleton training samples. Samples are
organized into positive and negative bags of instances
which may contain many mstances m each bag. One
instance is positive (i.e., object) at least in a positive bag
while all mstances are negative (1.e., non-object) in an
negative bag. To obtain positive training samples, we
know that objects are m images, but the exact locations
are unknown. Therefore, it is suitable to represent the
object by using a bag of multiple instances (non-aligned
human images). MIL can learn which instances in the
positive bags are positive, along with a binary classifier
(Pang et al., 2008, Babenko ef al., 2008). In this study,
MIL is employed for human action recognition with
non-aligned training samples. We combined MIL with
AnyBoost and proposed MILBoost for learning a
clagsifier with nonaligned training samples, so that the
recognmition efficiency can be increased without
compromising accuracy. In MIL, samples come into
positive and negative bags of instances. Each instance x;
is indexed with two indices: i for the bag and j for the
instance within the bag. All instances in a bag share a bag
label y.. In MILBoost, the probability of x; being positive
is estimated by the logistic function:

_ 1 17
B T Ay 4

Given P;, the probability of bag being positive is

ij>

approximated by the Noise-OR model:
Pl = 1_]:[_151 (1 _pq) (1 8)

Under this model, the cost function 1s defined as the
negative log likelihood:

CH) = -3, Tnp, +1,_,In— (p,) (19)

where, 1(z) is the indicator function that equals 1 when is
true and 0 otherwise. According to AnyBoost, the weight
of each instance 1s set as the negative derivative of the
cost function with respect to the score of each instance:

p-m) .
o ac - if y =1 (20)

i i

ij
—P

if y;=0

Note that the weights w; are signed and the sign
interprets the label of the instance x;. A positive instance
x; 18 assigned with a high weight if it has a high p,
(1.e., close to the target) or low p; (1.e., far away from the
target). High p; depicts that x; is likely to be a true
positive. Low p; indicates that the bag does not have a
good prediction yet and so the algorithm gives high
weights to all nstances mn the bag. As for negative
instances, if p; is predicted incorrectly (ie., p;
approaches), a high negative weight is assigned. In
selecting the weak learner, MILBoost will pay much
attention to important mstances that have high absolute
weights, |w;|. The I is selected to satisfy hix;) = w; for all
1, J. So, as to most reduce the cost over training examples,
h, can be rewritten as:

h, = argmax 3w hix;) (21)

L]

Human action recognition: Keeler et al. (1990) proposed
originally the idea for the Multiple Instance Learrung for
handwritten digit recognition in 1990. Tt was called
Integrated Segmentation and Recognition (ISR) and it 1s
the key idea to provide a different way in constituting
training samples. Training samples are not singletons, at
the same time they are in “bags”, where all of the samples
1in a bag share a label (Dietterich ef al., 1997). Samples are
organized into positive bags of instances and negative
bags of instances which each bag may contan a number
of instances (Marson and Lozano-Perez, 1998). At least
one instance 1s positive (l.e., object) in a positive bag
while all instances are negative (i.e., non-object) in a
negative bag. In MILBoost, learning must simultaneously
learn which samples in the positive bags are positive
along with the parameters of the classifier. MIL.Boost can
learn which instances in the positive bags are positive,
along with a bmary classifier. In this study, MILBoost 15
employed for human action recognition with non-aligned
traimng samples. In human actions recogmition, the
sample is represented by a hybrid feature vector and as
mput of classifier. Assuming the observed data be
independent of each other, the MIL.Boost-based human
action recogmtion proceeds as follows:

Input: Given dataset {X, v,}"i=, 0 is the number of all weak classifiers,
Xi = {Xi, X s Xjp-.or Xppoy 18 training bags and ye {0,1} is the
score of the sample

Pick out K weak classifiers and consist of strong classifier.
Update all weak classifiers with data {x;, yi}. Initialize all strong

classifier: Hy = 0 for all i, j.

fork=1toKdo
form=1ton do
We calculate the probability that the j-th sample is positive in the i-th
bag as follow:

Py = o(Hyth, (%)) (22)
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Where:

1
Pr = - -
A L prmra

We calculate the probability that the bag is positive as follow:
Py= 1'H](1'Pmi]) (23)

where, p; = p(i| X).
The likelihood assigned to a set of training bags is:

= (v, log(pP) + (L - y,)log(L - (1) @4
End for
Finding the maximum m* from n as the current optimal weak
classifier as follow:
m* = arg mir,, C* 25
The m* come into the strong classifier:
by ()T () (26)
H; =H;+h(x) 27

End for
Output: Strong classifier which consist of K weak classifiers as follow:

H(x)= 3 b, (x) (28)

where, h, is a weak classifier and can make binary predictions using

sign(H,(x))

EXPERIMENTAL RESULTS AND ANALYSIS

The effectiveness of the proposed algorithm was
verified by using C++and Matlab hybnd implementation

ona PC with Pentium 3.2 GHz processor and 3G RAM. We
test our algorithm using KTH human motion dataset and
Weizmann human action data set.

KTH data set: KTH data set is the largest available video
sequence dataset of human actions, whose sample images
are shown in Fig. 2.

In this database, there are six groups of images
(e.g., “walking”, “jogging”, “running”, “boxing”, “hand
waving” and “hand clapping™) by 25 subjects in different
scenarios of outdoor and indoor environment with scale
change.

We run an automatic preprocessing step to track and
stabilize the video sequences, so that all the figures
appear in the center of the field of view. In this experiment,
we study recogmition accuracy of six kinds of human
actions from KTH human motion dataset On the KTH
data set, the confusion matrix for human action
recognition based on MILBoost method is shown in
Fig. 3, where action 1-6 indicate “walking”, “jogging”,
“running”, “boxing”, “hand waving” and “hand
clapping”, respectively. We can see that the algorithm
can correctly recognize most human actions. Most of the
mistakes are confusions between “runmng” actions and
“jogging” actions, since “running” and “jogging” actions
are sunilar actions with each other.

Weizmann data set: The Weizmann human action data
set contains 83 video sequences which show nine

different people and each perform nmme different
: ana]k]'ng”,

actions (e.g., “running”, “jumping-jack”,

Fig. 2(a-f): Key frames for KTH human action data set
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“jumping-forward-on-two-legs”, “jumping-in-place-on-
two-legs”, “galloping-sideways”, “waving-two-
hands”,“waving-one-hand” and “bending™). We track
and stabilize the figures by preprocessing images which
come with this data set and leave the videos of one
person as test data each tune. Some sample frames are
shown n Fig. 4.

In this experiment, we study recognition accuracy of
nine kinds of human actions from Weizmann human
motion data set. Recognition results using MILBoost
method are presented in the confusion matrices as shown
7, “wallking”,
“Jumping-forward-on-two-legs™,

in Fig. 5. Where action 1-9 indicate “running
“Jumping-jack”,
“jumping-in-place-on-two-legs”, “galloping-sideways”,
“waving-two-hands”, “waving-one-hand” and “bending”
respectively. Each cell in the confusion matrix 1s the

average result of every human action, respectively.

1 001 | 002 | o 0 0
P 0.01 010 | o0 0 0
3 0.02 | 0.1 0 0 0
g 4 0 0 0 0 0
< s 0 0 0 0 0.01
6 0 0 0 0
1 P 3 4 5 6
Action

Fig. 3: Confusion matrix for human action recogmition on
the KTH data set

As Fig. 5 shows the algorithm correctly classifies
most actions. Most of the mistakes that the algorithm
make are confusions between “jumping-forward-on-two-
legs™ and “jumping-in-place-on-two-legs”™ actions, are
“Jumping-jack”
reasonable

confusions between “running” and
These are mtwtively
“Jumping-forward-on-two-legs™ and “jumping-mn-place-
on-two-legs”  are
“running” and “jumping-jack” are similar actions with

actions. Since

similar actions with each other,

each other.

To examine the accuracy of our proposed human
action recognition approach, we compare our method to
two state-of-the-art approaches for human action
recogmition using the data and the
experimental settings. The first method 1s SVM (Support
Vector Machine) (Schuldt er al, 2004). The second
method 1s LDA (Flaherty ef al., 2005). The 200 different

human action images are used for this experiment. The

saIne SdIne

average recognition accuracy was observed which i1s
displayed in Fig. 6.

We can see that our method improves the recognition
accuracies. It achieves 95.5% average recognition rate,
whereas “SVM” obtain a result of 83.2%, “L.DA” gets a
result of 87.4%. The reason is that we improve the
recognition accuracy in the two stages of human action
feature extraction and human action recognition. In the
stage of human action feature extraction, we use a hybrid
feature vector which combines space-time interest points

Fig. 4(a-1): Key frames for Weizmann human action data set
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Fig. 5: Confusion matrix for human action recognition on the Weizmann data set

100
98 |
9 |
94
92
90
o5 | 87.4

86 |
84 83.0
82

80

Average recognition accuracy (%)

MILBoost LDA SVM

Recognition of method

Fig. 6: Comparison of recognition accuracy for three
methods

features and motion features that are reliably with noisy
image secquences and describe human action effectively.
In the stage of human action recognition, we use
MILBoost algorithm to classify human action images. Our
method performs significantly better.

CONCLUSION

Human action recognition can provide significant
advantage in video surveillance. In this study, we present
a novel method to recognize human action in video
sequences. The main contribution can be concluded as
follows.

In feature extraction and representation, we extracted
space-time interest points for feature using HOG and
T-HOG method and Optical flow model 15 used for
extracting motion features. Then we combine them and
form a hybrid feature vector.

In action modeling and recognition, we combined
MIL with AnyBoost and proposed MITLBoost for human
action recognition, so that the recognition efficiency can
be mereased without compromising accuracy.

Experiments were performed on KTH human motion
data set, Weizmann human action data set and
evaluate the proposed method. Experimental results
reveal that our proposed method performs better than

previous ones. Our algorithm can also recognize multiple
actions in complex motion sequences containing multiple
actions.
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