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Abstract
This review addresses the global challenge of stroke, a leading cause of disability and mortality. The unpredictability and severe impact
of stroke necessitate advanced prediction methods. In this work, the machine learning (ML) and deep learning (DL) techniques in stroke
risk prediction were evaluated, assessing their effectiveness and application in diverse contexts. A systematic analysis of existing studies
and datasets was conducted using Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA), focusing on various
ML and DL algorithms used in stroke risk prediction. The 31 papers met the final inclusion criteria. The review highlights significant
advancements in stroke prediction using ML and DL models, noting their ability to manage complex datasets and provide accurate
predictions. However, challenges such as the need for external validation, model explainability and model transparency persist. Feature
importance is further recommended to offer context-specific recommendations as stroke risk factors vary in different countries. This study
also spotlights Random Forest as the outperforming model in predicting stroke risks, secondary data as the prominent dataset and China,
India and Bangladesh as the country with the most stroke risk studies. The ML and DL offer promising tools for stroke risk prediction,
enhancing personalized healthcare strategies. Addressing existing challenges will be crucial for their effective integration into clinical
practice.
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INTRODUCTION

Stroke,  a  leading  cause  of  disability  and  mortality
globally, is a medical condition characterized by a sudden
disruption  of  blood  supply  to  the  brain  which  can  have
severe and often lasting effects on various functions
controlled by the affected part of the brain, such as
movement, speech, memory and other cognitive functions1,2.
Stroke risk is the likelihood or probability that an individual will
experience a stroke in their lifetime3. Stroke remains a leading
cause of morbidity and mortality worldwide, emphasizing the
critical need for effective risk prediction and preventive
strategies. The American Heart Association’s 2023 update
shows that Cardiovascular Disease (CVD) remains the leading
cause of death in the U.S., accounting for 928,741 deaths in
2020  and  stroke  was  identified  as  the  cause  of  17.3%  of
CVD-related deaths in 2020, highlighting its significant impact.
The economic burden of CVD, including stroke, is substantial,
with direct and indirect costs totaling $407.3 billion between
2018 and 20194,5.

On a global level, according to the World Stroke
Organization’s Global Stroke Fact Sheet 2022, stroke remains
the second-leading cause of death and the third-leading cause
of  death  and  disability  combined  (as  measured  by
disability-adjusted life-years lost) globally. The estimated
global cost of stroke exceeds US$721 billion, which is about
0.66% of the global GDP. From 1990 to 2019, there was a
substantial increase in the burden of stroke, with a 70%
increase in incident strokes, 43% increase in deaths from
stroke, 102% increase in prevalent strokes and 143% increase
in disability-adjusted life-years (DALYs). Much of the global
stroke burden, including 86% of deaths and 89% of DALYs, is
concentrated in lower-income and lower-middle-income
countries6,7 . These statistics underscore the critical importance
of continued research and public health efforts in the areas of
heart disease and stroke prevention, treatment and
management.

Stroke risk factor prediction is crucial in the contemporary
landscape of healthcare, holding profound implications for
both individual patient outcomes and broader public health
strategies8,9. The ability to foresee and identify individuals at
elevated risk of stroke enables a proactive approach to
healthcare, shifting the paradigm from reactive treatment to
preventive care10. This approach is particularly salient in the
context of stroke, a condition characterized by its sudden
onset and potential for severe, long-lasting consequences.
Accurate prediction facilitates early intervention, allowing for
timely implementation of lifestyle modifications,
pharmacological treatments and other preventive measures11.
Such interventions can significantly mitigate the risk of stroke,

potentially averting the onset of this life-altering event.
Personalized medicine is particularly enriched by
advancements in stroke risk prediction. This hinges on the
understanding that the etiology and risk factors of stroke are
multifaceted and individual-specific, encompassing genetic
predispositions, lifestyle factors and various comorbidities. The
integration of this diverse data into predictive models means
healthcare can be tailored to the unique risk profile of each
individual. Also, in the age of big data and artificial
intelligence12,13, the capacity to analyze vast and complex
datasets offers unprecedented advancements in risk
assessment, boosting a new era of predictive accuracy and
healthcare customization. Additionally, insights gleaned from
stroke risk prediction can guide research efforts, focusing on
the most impactful areas and potentially leading to novel
therapeutic and preventive strategies.

Over  the  past  decade,  the   integration  of  machine
learning (ML) and deep learning (DL) techniques into
healthcare has demonstrated promising capabilities in
predicting  and  preventing  various  medical  conditions14.
This systematic review aims to comprehensively evaluate the
current landscape of stroke risk prediction methodologies,
focusing specifically on the application of ML and DL
algorithms. It shall examine the various machine learning and
deep learning algorithms, assessing their effectiveness and
accuracy in stroke prediction. It will also involve a thorough
analysis of existing studies and datasets, comparing different
techniques and models. The review of relevant literature aims
to identify the most promising approaches and highlight areas
for future research in stroke risk assessment using artificial
intelligence techniques.

Risk factor prediction of stroke using machine learning and
deep learning models: Stroke, a leading cause of disability
and death globally, is influenced by a variety of risk factors,
which are crucial to identify for its prevention and
management.   These   factors   are   broadly   divided   into
non-modifiable and modifiable categories15,16.  Non-modifiable
risk factors include age (with risk increasing as one ages),
gender (men are more likely to have strokes, but women are
more likely to die from them), ethnicity (certain ethnicities like
African Americans have higher risks) and family history or
genetic  predispositions.  These  are  factors  that  a  human
has  no  control  over.  On  the  other  hand,  modifiable  risk
factors present opportunities for intervention and prevention.
These include hypertension, the most significant risk factor,
heart diseases like atrial fibrillation, diabetes, high cholesterol
levels and lifestyle factors such as smoking,  alcohol  and  drug
use, physical inactivity, obesity, poor diet and sleep
disorders17,18. Psychological factors  like  stress  and  depression 
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also contribute indirectly, often due to associated unhealthy
behaviors. Managing these risk factors involves lifestyle
changes such as regular exercise, a healthy diet, avoiding
tobacco and excessive alcohol and maintaining a healthy
weight. For high-risk individuals, medical interventions may
include medications for blood pressure, cholesterol and clot
prevention.

The  utilization  of  machine  learning  and  deep  learning
models  for  the  prediction  of  stroke  risk  factors  is  a
significant  advancement  in  medical  science,  particularly  in
preventive  medicine  and  neurology.  The  ever-advancing
field  of  machine  learning  and  deep  learning  has  ushered
in  a  transformative  era19,20  in  the  prediction  of  stroke  risk
factors,  offering  a  more  scientific  approach  to
understanding  and  mitigating  the  risk  of  the  crippling
condition.  These  advanced  computational  models  and
algorithms  excel  in  their  ability  to  sift  through  vast  and
complex  datasets,  including  electronic  health records,
genetic  information  and  lifestyle  data,  to  unearth subtle 
patterns  and  correlations  that  might  elude traditional 
statistical  methods.  Machine  learning  algorithms, with  their 
capacity  to  learn  from  and  make  predictions based  on 
data21,22,  are  particularly  clever  at  identifying individuals  at 
high  risk  for  stroke,  enabling  early  and targeted
interventions.  Deep  learning,  a  subset  of machine learning
characterized by neural networks with multiple layers, further
enhances  this  predictive  power, allowing for the analysis of
incredibly intricate and layered data structures23. In stroke risk
prediction, where the interplay of numerous risk factors
demands a sophisticated analysis approach, machine learning
and deep learning have proven highly effective.

The general architecture of machine learning application
to risk factor analysis of stroke were shown in Fig. 1. The data
collection phase is the stage where the kind of dataset to be
used is determined. These datasets often include patient
demographics, medical histories, lifestyle factors, genetic
information and clinical parameters like blood pressure and
cholesterol levels. The data then undergoes preprocessing, a
critical step involving cleaning, normalizing and transforming
the data into a format suitable for analysis. This often includes
handling missing values, encoding categorical data, or scaling
numerical values. The core of the architecture is the model
development phase, where various machine learning
algorithms (like decision trees, support vector machines, or
logistic regression) or deep learning networks (like
convolutional neural networks or recurrent neural networks)
are trained on a portion of the dataset. These models  learn  to
identify patterns and relationships within the data that are
indicative of stroke risk. The trained model is then validated
and tested on a separate set of data to evaluate its
performance, typically using metrics such as area under curve,
accuracy, sensitivity and specificity. Another important aspect
of this modeling is feature selection, which involves
identifying the most relevant features for the predictive
model. This is essential because irrelevant or redundant
features can decrease model performance. Techniques like
correlation analysis, principal component analysis, or wrapper
methods can be used to identify the most informative
features28.

Limitations   of   traditional   methods   for   stroke    risk
factor  prediction:  The  prediction  of  stroke  risk  factors  has

Fig. 1: Classical machine learning architecture for prediction of stroke risk factors24-27
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traditionally been rooted in clinical assessments and
standardized risk scoring systems, which form the cornerstone
of preventive strategies in healthcare29. Among the most
prominent of these is the Framingham Stroke Risk Profile, a
tool developed from the Framingham Heart Study, a large,
long-term, ongoing cardiovascular cohort study initiated in
194830. This scoring system evaluates several key risk factors
including age, blood pressure, the use of antihypertensive
therapy, diabetes mellitus, cigarette smoking, prior
cardiovascular disease and the presence of atrial fibrillation to
estimate an individual’s 10-year stroke risk. Another popular
tool in medicine is the CHADS2 score, later refined into the
CHA2DS2-VASc score, specifically designed to assess stroke
risk in patients with atrial fibrillation. This score incorporates
clinical factors such as congestive heart failure, hypertension,
age, diabetes, previous stroke or transient ischemic attack,
vascular disease and gender31,32.

Despite their widespread adoption and utility in clinical
settings, these traditional methods exhibit certain limitations.
Primarily, they tend to focus on a restricted set of risk factors
and may not fully capture the complex, multifactorial nature
of stroke risk in diverse populations. The generalized nature of
these models, often based on specific population cohorts, can
also limit their applicability across varied ethnic and genetic
backgrounds. Additionally, these conventional risk assessment
tools typically employ linear statistical methods, which might
not adequately represent the nonlinear interactions and
relationships among multiple risk factors. This limitation is
particularly pertinent in the context of emerging evidence
suggesting that the interactions between lifestyle, genetic
predispositions and environmental factors play a crucial role
in stroke risk33. The advent of machine learning and deep
learning  offers  a  promising  alternative,  with  these
advanced computational techniques capable of handling
high-dimensional data and discerning intricate patterns
beyond the scope of traditional models. As the field of stroke
research continues to evolve, there is a growing emphasis on
harnessing these innovative technologies to enhance the
accuracy and predictive power of stroke risk assessments,
paving the way for more personalized and effective preventive
healthcare strategies.

Review of related works: Many review and survey papers
have investigated the application of machine learning and
deep learning models to analyzing and predicting the risk
factors of stroke. These papers have explored the prospects
and challenges of several deep learning models on various
datasets and image modalities and presented the findings of

the authors in the papers. Table 1 summarizes some review
works on the same subject matter being focused on in this
study.

Review articles have made significant contributions to
exploring  the  role  of  machine  learning  (ML)  and  deep
learning (DL) models in predicting and analyzing stroke risk
factors. However, this body of work has certain limitations.
Firstly, the number of review articles that meet the inclusion
criteria set by most authors is relatively small, especially when
considering the vast volume of literature published daily.
Secondly,   a   majority   of  these  studies  are  based  on
single-center data, which limits the generalizability of the
models. In addition, clinical validation is often not included in
these  studies.  Moreover,  many  studies  overlook  crucial
aspects  such  as  dataset  selection,  model  choice  in  ML/DL
and strategies for hyperparameter tuning and optimization.
Our research aims to address these gaps.

Stroke risk dataset: Stroke risk datasets play a pivotal role in
machine learning (ML) for predicting the likelihood of a stroke.
These datasets typically include demographic information,
medical histories, lifestyle factors and biomarker data from
individuals, allowing ML algorithms to uncover complex
patterns and interactions among risk factors. The richness and
diversity of the data are crucial for developing accurate and
generalizable prediction models. Well-curated stroke risk
datasets enable researchers to train, test and validate ML
models, which can lead to early intervention and personalized
healthcare strategies, ultimately aiming to reduce the
incidence and impact of stroke. Table 2 presents some widely
used publicly available datasets for prediction and analysis of
stroke risk in patients.

Scope of review: This study aims to address the following
research questions in the context of prediction and
assessment of risk factors of stroke with ML and DL
techniques. This can be utilized by researchers and medics to
obtain a comprehensive view of the evolution of these
techniques, datasets, modalities and the effectiveness of these
techniques in the effective analysis of various types of stroke
disease. The following research questions (RQs) are considered
in this study:

RQ1: What are the trends and evolutions of this study?
RQ2: What ML and DL models are used for this study?
RQ3: What datasets are publicly available?
RQ4: What are the necessary considerations for application of

these Artificial Intelligence (AI) techniques in stroke risk
factor prediction and analysis?

RQ5: What are the limitations so far identified by authors?
RQ6: What are the future directions for this research?
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Table 1: Summary of some related review works for stroke risk factor prediction using machine learning methods
Year Articles Summary Reference
2023 28 This work focused on stroke mortality prediction using machine learning. It analyzed mostly Schwartz et al.34

retrospective studies. Authors reported that machine learning models showed a wide range
of predictive accuracy (AUC 0.67-0.98) for short-term post-stroke mortality. The number of
features used varied from 5 to 200, with age, BMI and NIHSS score being key predictors

2020 47 This work provided an extensive analysis of the application of machine learning (ML) techniques Sirsat et al.35

in the context of brain stroke. It highlighted the predominant use of Support Vector Machine (SVM)
and Random Forest algorithms in these studies and identifies a research gap in stroke treatment

2023 12 This work examined the effectiveness of ML algorithms in classifying adult stroke patients. The review Ruksakulpiwat et al.36

found no single algorithm superior for all cases due to varying input data and algorithm
requirements. One noteworthy limitation is the heterogeneity (variability in study design,
participant characteristics, data sources and methodologies) among included studies

2020 18 This work is a systematic review evaluating the use of machine learning (ML) methods for predicting Wang et al.37

stroke outcomes using structured data. It assessed studies which focused on stroke outcomes like
mortality and functional outcome, with common ML methods including random forests, support
vector machines, decision trees and neural networks. The review identified limitations in the studies,
such as inadequate reporting of ML methods, insufficient model descriptions for reproducibility and
a lack of external validation. The need for improvements in study conduct and reporting was
emphasized to enhance the application of ML in clinical practice

2023 13 This work assessed the effectiveness of machine learning in predicting stroke onset time. It includes a Feng et al.38

meta-analysis involving 55 machine learning models. Limitations identified included heterogeneity
across studies, mainly single-center studies, which might affect generalizability and a small number of
included studies

2023 286 Study reviewed the use of deep learning (DL) techniques for Cardiovascular Disease (CVD) and stroke Bhagawati et al.39

risk stratification. It emphasized solo deep learning (SDL) and hybrid deep learning (HDL) architectures
for risk assessment. The review discussed the role of DL in CVD/stroke risk stratification and notes
the increasing adoption of ensemble-based DL techniques due to their reliability and accuracy

2020 - Work reviewed the development of predictive CVD risk models, discussing conventional models and Jamthikar et al.40

their limitations, such as oversimplifying complex associations and limited applicability across different
ethnicities. The review also emphasized integrating noninvasive imaging with AI for improved risk
prediction. It highlights the potential of AI in enhancing CVD risk assessment but also notes the infancy
of these systems and the need for further development and validation

Table 2: An overview of some publicly available stroke risk factor dataset
Dataset Description Usage in literature
Data.world (https://data.world/datasets/stroke) Robust database hosts a variety of stroke-related datasets. It Revathi et al.41,

contains datasets for a range of stroke-related data, including Kao et al.42

behavioral risk factors and prevention strategies and Naz and Ahuja43

Annotated clinical MRIs and metadata Dataset includes annotated clinical MRIs and detailed metadata of Liu et al.44

(https://www.nature.com/articles/sdata201811) patients with acute stroke. It categorizes lesions as ischemic,
hemorrhage, or not visible and includes demographic and clinical
information recorded at admission and discharge

ATLAS (Anatomical tracings of lesions after stroke ATLAS dataset comprises 304 T1-weighted MRIs with manually Liew et al.45

available at https://www.nature.com/articles/sdata segmented diverse lesions and metadata. It was collected from
201811) 11 cohorts worldwide and includes detailed descriptions of the

type of stroke, primary lesion location, vascular territory and
intensity of white matter disease. This dataset is particularly
valuable for research in stroke rehabilitation and MRI-based
lesion segmentation

Kaggle’s stroke prediction dataset Kaggle offers a stroke prediction dataset that is often used for Liu et al.46,
(https://www.kaggle.com/datasets/fedesoriano/ machine learning and predictive modeling in stroke research. Sailasya and Kumari47

stroke-prediction-dataset) This dataset typically includes various clinical features that are and Biswas et al.48

predictive of stroke events
Nationwide registry-based cohort study for 30-day A large dataset containing information on 488,947 patients, with Wang et al.49 
mortality prediction (Github) a focus on predicting 30-day mortality after stroke, is available on and Wagner et al.50

GitHub. It includes a wide range of clinical and demographic data,
such as age, prevalence of congestive heart failure, Atrial Fibrillation
(AF), previous stroke/TIA and more. This dataset is particularly useful
for developing and validating machine learning models for mortality
risk stratification

We also investigated the verifiability of these studies by
checking whether a medic or radiologist was one of the

contributors or the results of the model was stated to have
been externally validated by one.
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METHODS

This review article explores, evaluates and draws
conclusion from various studies on predicting stroke risk
factors using machine learning (ML) techniques. The aim is to
offer  a  thorough  overview  of  the  topic,  encapsulating
diverse ML  methodologies,  datasets,  models  and   a  range
of   optimization   strategies   for   training    these    models.
The authors will engage in comparative analyses, address
challenges  and  limitations  encountered  and  propose
potential  avenues  for  future  research  and  enhancement.
The methodology for this review adheres to the Preferred
Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) guidelines.

Database search and eligibility criteria: In this systematic
review, we developed a search strategy to explore Google
Scholar for relevant, up-to-date research publications on the
use of ML models in clinically predicting stroke risk factors.
Other databases like ResearchGate were used as a secondary
resource for preliminary and expository discussions. The
investigation timeframe spans from 2017 to 2023. These
sources were chosen due to their extensive research
publication indexing in this area.

Review strategy: The methodology for this review
encompasses various stages, including study selection,
defining the research design, formulating a search strategy,
identifying information sources and outlining data collection
methods. We assessed papers that met our initial inclusion
and exclusion criteria. Exclusions were made for editorials,
commentaries, letters, preprints, databases outside of the four
primary categories and other types of manuscripts. Our search
strategy  involved:  (a)  Creating  search  terms  by  pinpointing
key  keywords,  necessary  actions  and  anticipated  outcomes;
(b) Identifying synonyms or alternative terms for these
keywords, (c) Setting specific exclusion parameters for the
search and  (d) Using Boolean operators to structure the
search query effectively.

Results of (a): Machine   learning,   stroke,   risk   factors,
prediction and diagnosis

Results of (b): Prediction/diagnosis/classification,  machine
learning, stroke and risk factors

Results of  (c): Review, systematic review, preprint, unrelated 
risk  factors,  treatment,  MRI  and CT scan

Results of (d): a, b, c combined using AND OR

Publications were selected from peer-reviewed literature
using the generated search phrase on Google Scholar.
Conference proceedings, journals, book chapters and whole
books were vetted. The initial number of results returned was
1022;  of  those,  986  met  the  initial  selection  criterion  and
31 fulfilled the final requirements. The studies were
appropriately grouped. A PRISMA flowchart for study selection
was utilized following Fig. 2.

Characteristics    of    studies:    The    characteristics    of    the
31 reviewed articles were depicted in Fig. 3 showing the year
distribution of included papers. Figure 3 make it clear that only
recent papers were given the most priority.

Quality assessment: Most studies failed to meet at least one
of the six quality criteria. Common issues included limited
sample size, inadequate scientific strategies and failure to
disclose results for computational techniques, impacting study
quality.

Data sources and search strategy: We searched the selected
databases for studies published before December, 2023 but
not earlier than 2017. Keywords were searched in subject
headings, titles or abstracts using Boolean operators, with the
language restricted to English. Reference lists of primary
studies and review articles were also reviewed.

Inclusion and exclusion criteria: Publications which applied
machine learning (ML) and deep learning (DL) to predict and
analyze  stroke  risk  factors  were  reviewed  in  this  research.
To meet our inclusion criteria, papers needed to detail the
Artificial Intelligence (AI) methods employed and the specific
aspects of stroke risk they examined. Works focusing on crucial
datasets and their analysis methods were also considered.
Excluded  from  this  review  were  preprints,  publications
from non-selected databases, opinion pieces, commentaries,
non-English language articles, editorials, narrative reviews,
case reports, conference abstracts and duplicated studies.
Additionally, articles with redundant techniques and findings
were not included in the analysis.

Data extraction: Full texts of the included papers were
obtained and reviewers independently gathered data from
each study, resolving any discrepancies through mutual
agreement. The information extracted encompassed
references, year of publication, context of the study, the
machine learning  methods  used,  details  of  the  dataset  and
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Fig. 2: PRISMA-Scr numerical flow guideline for systematic review employed in this study

Fig. 3: Distribution of included studies by year of publication

any imaging techniques employed, performance metrics and
the accuracy attained. A comparative analysis was then
performed using the data compiled from these sources.

Data synthesis: Included papers were examined in terms of
model types, datasets, preprocessing techniques, features
extracted and reported performance metrics. Performance
metrics of interest included sensitivity, specificity, accuracy
and the Area under the Receiver Operating Characteristic
Curve (AUC-ROC).

Risk of bias assessment: The evaluation focused on analyzing
the methodological quality and identifying possible sources of
bias that might affect the credibility of the results. Biases could

arise from factors such as the use of datasets from a single
center or imbalanced class distributions, which might impact
the generalizability of the models. Furthermore, issues like
insufficient documentation of data preprocessing steps,
problems in model fitting and inadequate details on
hyperparameter tuning could pose challenges to the
reproducibility of the findings.

RESULTS

Table 3 shows the results of this review process for all
included  papers.  It  summarizes  the  studies  by  stating
column-wise the objectives, year and country of study, type of
dataset collected from a  clinical  setting  or  obtained  from  a
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publicly available repository, ML models used and metrics
reported, external validation (EV) reported, including the
strengths and weaknesses of the study.

Table 3 presents a comprehensive review of various
studies on machine learning for stroke risk factor analysis.
These studies, conducted between 2017 and 2023, primarily
focused on predicting stroke occurrence, its types and
associated risks using a range of machine learning models like
Decision Trees, Naive Bayes, Random Forest and Artificial
Neural Networks. Most studies leverage large datasets from
healthcare centers and employ metrics such as accuracy,
precision and AUC for model evaluation. A common strength
across  these  studies  is  the  innovative  application  of
machine learning in stroke prediction and risk assessment,
often integrating  multiple  data  types  and  machine  learning

techniques. However, a recurring limitation is the lack of
external validation and potential biases in datasets, which
could affect the generalizability and accuracy of the predictive
models. The synthesis of these studies highlights the evolving
role of machine learning in healthcare, specifically in
enhancing stroke risk prediction and management.

It is also noteworthy as evident in Fig. 4 that random
forest is the most popular with the highest frequency of
occurrence and performance in the review papers. This is
followed by support vector machine and decision trees. Linear
regression and Naïve Bayes also showed promising potential
in identifying and predicting risk factors of stroke. Figure 5
shows the country distribution of included and spotlights
China, India and Bangladesh as the countries with the highest
stroke studies.

Fig. 4: Frequency of occurrence of ML models

Fig. 5: Distribution of studies by country

8

20.0

17.5

15.0

12.5

10.0

7.5

5.0

2.5

0.0

C
o
u
n
t

R
F

SV
M D

T L
R

N
B

A
N

N
K

N
N

A
da

B
oo

st

A
da

B
oo

st

C
at

B
oo

st

Lig
ht

G
B
M

X
G

B
oo

st

G
SO

Ens
em

bl
e

A
N

N

Vot
in

g

R
N

N
-L

ST
M

G
B
M

X
G

B

D
N

N G
B

B
ag

gi
ng

China

India Bangladesh

Bangladesh, Saudi Arabia

Sweden

USA

Finland

Romania

Jordan

Egypt

Australia, Thailand

Germany

China, UK

Spain

AustraliaThailand
India, Italy, USA

Bangladesh, China

Ireland

22.6%

3.2%16.1%

9.7%

3.2%

3.2%

3.2%

3.2%

3.2%

3.2%

3.2%

3.
2%

3.
2%3
.2

%

3
.2

%

3
.2

%

3
.2

%

3.
2%

3.
2%



J. Appl. Sci., 24 (1): 1-15, 2024

9

Ta
bl
e 
3:
 S
um

m
ar
y 
of

 in
cl
ud

ed
 st

ud
ie
s

St
ud

y 
ob

je
ct
iv
e 
(s
)

Ye
ar

Co
un

tr
y

D
at
as

et
M
od

el
s u

se
d

M
et

ric
s u

se
d

EV
St

re
ng

th
s

W
ea

kn
es

se
s

Re
fe
re

nc
es

Au
th

or
s h

ig
hl
ig
ht

ed
 th

e 
us

e 
of

20
20

Ba
ng

la
de

sh
Se

co
nd

ar
y:
 O

f
LR

, R
F 
an

d 
D
T

98
%
 a
cc

ur
ac

y 
an

d
N
o

La
rg

e 
da

ta
se

t u
se

d
N
o 
va

lid
at
io
n 
re

po
rt
ed

.
Sh

af
iu
l A

za
m

 e
t a

l.5
1

m
ac

hi
ne

 le
ar
ni
ng

 a
lg
or

ith
m

s
62

00
1×

12
pr

ec
isi

on
, 9

9%
w
hi
ch

 im
pl
ie
s t

ha
t

Al
so

 d
ee

p 
le
ar
ni
ng

fo
r t

hi
s p

ur
po

se
 a
nd

 a
na

ly
ze

s
di
m

en
sio

n
re

ca
ll 
an

d 
FI
-s
co

re
th

e 
m

od
el
 h
as

m
od

el
s w

ill
 fi
t a

nd
th

ei
r p

er
fo

rm
an

ce
, a

s w
el
l a

s
en

ou
gh

 tr
ai
ni
ng

 se
t t

o
ge

ne
ra
liz

e 
th

e 
so

lu
tio

n
id
en

tif
ie
d 
sig

ni
fic

an
t f

ea
tu

re
s

ge
ne

ra
liz

e 
so

lu
tio

ns
. F

ea
tu

re
be

tt
er

 th
an

 li
ne

ar
 m

od
el
s

fro
m

 d
at
as

et
s f

or
 st

ro
ke

se
le
ct
io
n 
w
as

 im
pl
em

en
te

d
ris

k 
pr

ed
ic
tio

n
be

fo
re

 p
re

di
ct
io
n

Au
th

or
s d

ev
el
op

ed
 a

20
20

In
di
a,
 It
al
y

Pr
im

ar
y:

RF
99

%
 A

U
C

N
o

Th
e 
in
te

gr
at
io
n 
of

 im
ag

e-
ba

se
d

Po
ss
ib
le
 sl

ig
ht

 b
ia
s i

n 
th

e
Ja

m
th

ik
ar
 e
t a

l.5
2

m
ac

hi
ne

 le
ar
ni
ng

 m
od

el
an

d 
U
ni
te

d
Im

ag
e+

ot
he

r
ph

en
ot

yp
es

 w
ith

 tr
ad

iti
on

al
 ri
sk

ov
er

al
l e

st
im

at
io
n 
of

 p
re

di
ct
ed

fo
r c

ar
di
ov

as
cu

la
r/
st
ro

ke
St

at
es

 o
f

ris
k 
fa
ct
or

s
fa
ct
or

s r
ep

re
se

nt
s a

 n
ov

el
 a
pp

ro
ac

h
ris

k 
du

e 
to

 th
e 
us

e 
su

rr
og

at
e

ris
k 
pr

ed
ic
tio

n 
by

 in
te

gr
at
in
g

Am
er

ic
a

in
 th

e 
st
ro

ke
 ri
sk

 a
ss
es

sm
en

t s
tu

dy
im

ag
e-

ba
se

d 
bi
om

ar
ke

rs
. D

ee
p

ca
ro

tid
 u
ltr

as
ou

nd
 im

ag
e-

ba
se

d
le
ar
ni
ng

 m
od

el
s w

ou
ld
 a
lso

 p
er

fo
rm

ph
en

ot
yp

es
 (C

U
SI
P)

 w
ith

be
tt
er

 d
ue

 to
 th

ei
r i
m

ag
e 
an

al
ys

is
co

nv
en

tio
na

l r
isk

 fa
ct
or

s (
CR

F)
st
re

ng
th

Au
th

or
s d

ev
el
op

ed
 a
 st

ro
ke

 ri
sk

20
21

Ch
in
a

Pr
im

ar
y:

D
N
N

76
%
 a
cc

ur
ac

y,
 7
2%

Ye
s

M
ul
tip

le
 d
at
a 
so

ur
ce

s, 
la
rg

e 
siz

e
Th

is 
st
ud

y 
m

ay
 b
e 
ch

al
le
ng

ed
 in

 th
e

Ch
en

 e
t a

l.5
3

pr
ed

ic
tio

n 
m

od
el
 u
sin

g 
a 
no

ve
l

El
ec

tr
on

ic
 H

ea
lth

re
ca

ll,
 7
6%

 F
1 
sc

or
e

of
 d
at
as

et
, e

xt
er

na
l v

al
id
at
io
n

in
te

gr
at
io
n 
an

d 
in
te

rp
re

ta
tio

n 
of

H
yb

rid
 D

ee
p 
Tr

an
sf
er

 L
ea

rn
in
g-

Re
co

rd
 (E

H
R)

an
d 
83

%
 A

U
C

w
ith

 re
al
-w

or
ld
 d
at
as

et
da

ta
 fr

om
 v
ar
ie
d 
so

ur
ce

s
ba

se
d 
St

ro
ke

 R
isk

 P
re

di
ct
io
n

da
ta
ba

se
s o

f t
hr

ee
(H

D
TL

-S
RP

) f
ra
m

ew
or

k 
by

 u
til
iz
in
g

ho
sp

ita
ls

th
e 
kn

ow
le
dg

e 
st
ru

ct
ur

e 
fro

m
m

ul
tip

le
 c
or

re
la
te

d 
so

ur
ce

s,
su

ch
 a
s e

xt
er

na
l s

tr
ok

e 
da

ta
an

d 
ch

ro
ni
c 
di
se

as
es

 d
at
a 
lik

e
hy

pe
rt
en

sio
n 
an

d 
di
ab

et
es

A 
m

ac
hi
ne

 le
ar
ni
ng

-b
as

ed
20

23
Ch

in
a

Pr
im

ar
y:
 V
ar
ia
bl
e

N
B,
 X
G
B,
 R
F,
 D

T,
RF

 o
ut

pe
rfo

rm
ed

 o
th

er
s

Ye
s-

Co
m

pr
eh

en
siv

e 
an

al
ys

is 
us

in
g

Po
te

nt
ia
l b

ia
se

s d
ue

 to
 th

e
W

an
g 
et

 a
l.5

4

m
od

el
  f
or

 p
ro

gn
os

is
in
cl
ud

in
g 
ne

ur
on

G
BM

 a
nd

 L
R

w
ith

 A
U
C 
of

 9
3%

,
us

in
g

bo
th

 u
ni
va

ria
te

 a
nd

 m
ul
tiv

ar
ia
te

re
tr
os

pe
ct
iv
e 
na

tu
re

 o
f t

he
 st

ud
y

pr
ed

ic
tio

n 
in
 A

IS
 p
at
ie
nt

s
sp

ec
ifi
c 
en

ol
as

e 
(N

SE
),

ac
cu

ra
cy

 o
f 7

9%
,

ex
te

rn
al

lo
gi
st
ic
 re

gr
es

sio
n 
to

 id
en

tif
y

lim
ite

d 
ge

ne
ra
liz

ab
ili
ty
 a
s t

he
w
as

 d
ev

el
op

ed
 u
sin

g 
da

ta
H
om

oc
ys

te
in
e 
(H

CY
),

se
ns

iti
vi
ty
 o
f 7

6%
,

co
ho

rt
ke

y 
pr

og
no

st
ic
 fa

ct
or

s
da

ta
 w

er
e 
co

lle
ct
ed

 fr
om

co
lle

ct
ed

 fr
om

 th
e 
Se

co
nd

S-
10

0$
, d

ys
ph

ag
ia
,

sp
ec

ifi
ci
ty
 o
f 8

8%
D
ev

el
op

m
en

t o
f a

n 
on

lin
e 
to

ol
a 
sin

gl
e 
m

ed
ic
al
 c
en

te
r

Af
fil
ia
te

d 
H
os

pi
ta
l o

f X
uz

ho
u

C-
Re

ac
tiv

e 
Pr

ot
ei
n

an
d 
F1

 sc
or

e 
of

 7
0%

ba
se

d 
on

 th
e 
pr

ed
ic
tiv

e 
m

od
el

M
ed

ic
al
 U

ni
ve

rs
ity

 b
et

w
ee

n
(C

RP
) a

nd
to

 a
ss
ist

 c
lin

ic
ia
ns

 in
 o
pt

im
iz
in
g

Au
gu

st
, 2

01
7 
an

d 
Ju

ly
, 2

01
9

an
tic

oa
gu

la
tio

n
pa

tie
nt

 tr
ea

tm
en

t
To

 p
re

di
ct
 th

e 
oc

cu
rr
en

ce
 o
f s

tr
ok

e
20

21
In
di
a

Se
co

nd
ar
y:
 K
ag

gl
e

LR
, D

T,
 R
F,
 K
N
N
,

N
B 
pe

rfo
rm

ed
 b
es

t
N
o

D
iv
er

se
 p
hy

sio
lo
gi
ca

l f
ac

to
rs
 fo

r
D
at
as

et
 u
se

d 
w
as

 h
ig
hl
y

Sa
ila

sy
a 
an

d
us

in
g 
va

rio
us

 m
ac

hi
ne

 le
ar
ni
ng

(5
11

0×
12

)
SV

M
 a
nd

 N
B

w
ith

 8
2%

 a
cc

ur
ac

y
st
ro

ke
 p
re

di
ct
io
n 
an

d 
de

ve
lo
pm

en
t

im
ba

la
nc

ed
, w

hi
ch

 c
ou

ld
 a
ffe

ct
Ku

m
ar
i47

al
go

rit
hm

s, 
ba

se
d 
on

 p
hy

sio
lo
gi
ca

l
Pr

ec
isi

on
, r
ec

al
l a

nd
of

 a
 w

eb
 a
pp

lic
at
io
n 
fo

r e
as

y 
us

er
th

e 
pr

ed
ic
tiv

e 
pe

rfo
rm

an
ce

 o
f

fa
ct
or

s
F1

 w
er

e 
al
so

 re
po

rt
ed

in
te

ra
ct
io
n 
an

d 
st
ro

ke
 ri
sk

 a
ss
es

sm
en

t
pr

op
os

ed
 m

od
el

To
 p
re

di
ct
 m

or
ta
lit
y 
an

d
20

23
Ch

in
a 
an

d
Se

co
nd

ar
y-

LR
, D

T,
 R
F,
 S
VM

N
o 
nu

m
er

ic
al

N
o

Co
m

pr
eh

en
siv

e 
an

al
ys

is 
co

ns
id
er

in
g

Th
e 
st
ud

y 
is 

ba
se

d 
on

 d
at
a

Zh
ou

 e
t a

l.5
5

ce
re

br
ov

as
cu

la
r e

ve
nt

s i
n 
m

itr
al

U
ni
te

d
70

6 
pa

tie
nt

s
an

d 
AN

N
pe

rfo
rm

an
ce

 m
et

ric
co

m
or

bi
di
tie

s a
nd

 e
ch

oc
ar
di
og

ra
ph

ic
fro

m
 a
 si

ng
le
 te

rt
ia
ry
 c
en

te
r,

re
gu

rg
ita

tio
n 
pa

tie
nt

s u
sin

g 
a

Ki
ng

do
m

re
po

rt
ed

m
ea

su
re

m
en

ts
 is

 a
 m

aj
or

 re
la
tiv

e
w
hi
ch

 m
ay

 li
m

it 
th

e
gr

ad
ie
nt

 b
oo

st
in
g 
m

ac
hi
ne

 (G
BM

)
st
re

ng
th

ge
ne

ra
liz

ab
ili
ty
 o
f t

he
m

od
el
, c

on
sid

er
in
g 
co

m
or

bi
di
tie

s,
fin

di
ng

s t
o 
ot

he
r p

op
ul
at
io
ns

P-
w
av

e 
an

d 
ec

ho
ca

rd
io
gr

ap
hi
c

m
ea

su
re

m
en

ts
To

 p
re

di
ct
 in

tr
ah

os
pi
ta
l c

lin
ic
al

20
21

G
er

m
an

y
Pr

im
ar
y-
45

1
AN

N
, S

VM
AU

C 
of

 9
7%

N
o

Th
e 
st
ud

y 
em

pl
oy

ed
 n
eu

ra
l n

et
w
or

ks
,

D
at
as

et
 u
se

d 
w
as

 sm
al
l a

nd
 n
ot

G
om

es
 e
t a

l.5
6

ou
tc
om

es
 in

 st
ro

ke
 p
at
ie
nt

s
pa

tie
nt

s
an

d 
RF

su
pp

or
t v

ec
to

r m
ac

hi
ne

s a
nd

ex
te

rn
al
ly
 v
al
id
at
ed

un
de

rg
oi
ng

 T
ra
ns

ca
th

et
er

 A
or

tic
ra
nd

om
 fo

re
st
s, 

ev
al
ua

te
d 
us

in
g 
fiv

e
Va

lv
e 
Im

pl
an

ta
tio

n 
(T
AV

I)
-fo

ld
 n
es

te
d 
cr
os

s-
va

lid
at
io
n

To
 p
re

di
ct
 st

ro
ke

 u
sin

g 
Lo

gi
st
ic

20
21

Ba
ng

la
de

sh
,
Se

co
nd

ar
y:

RF
, D

T,
RF

 d
id
 b
es

t
N
o

St
ud

y 
in
cl
ud

ed
 c
om

pa
ris

on
 w

ith
D
at
as

et
 u
se

d 
w
as

 sm
al
l a

nd
 n
ot

Ta
zi
n 
et

 a
l.5

7

Re
gr

es
sio

n,
 D

ec
isi

on
 T
re

e,
Sa

ud
i A

ra
bi
a

51
10

×
12

Vo
tin

g
w
ith

 9
6%

pr
ev

io
us

 st
ud

ie
s; 

hi
gh

 a
cc

ur
ac

y
ex

te
rn

al
ly
 v
al
id
at
ed

Ra
nd

om
 F
or

es
t a

nd
 V
ot

in
g

di
m

en
sio

n
an

d 
LR

ac
cu

ra
cy

de
m

on
st
ra
te

d 
by

 m
od

el
s, 

es
pe

ci
al
ly

Cl
as

sif
ie
r

Ra
nd

om
 F
or

es
t

To
 p
re

di
ct
 b
ra
in
 st

ro
ke

s u
sin

g
20

22
Eg

yp
t

Se
co

nd
ar
y-
70

6
RF

, K
N
N
, L

R,
KN

N
 d
id
 b
es

t w
ith

N
o

A 
st
ac

ki
ng

 e
ns

em
bl
e 
cl
as

sif
ie
r

N
o 
ex

te
rn

al
 v
al
id
at
io
n 
an

d 
fe
at
ur

e
M
os

ta
fa
 e
t a

l.5
8

m
ac

hi
ne

 le
ar
ni
ng

 c
la
ss
ifi
er

s
pa

tie
nt

s
SV

M
 a
nd

 N
B

97
%
 a
cc

ur
ac

y
in
te

gr
at
in
g 
va

rio
us

 c
la
ss
ifi
er

s f
or

im
po

rt
an

ce
 a
na

ly
sis

 w
as

 n
ot

an
d 
a 
st
ac

ki
ng

 e
ns

em
bl
e 
cl
as

sif
ie
r

en
ha

nc
ed

 p
re

di
ct
io
n 
ac

cu
ra
cy

pe
rfo

rm
ed



J. Appl. Sci., 24 (1): 1-15, 2024

10

Ta
bl
e 
3:
 C
on

tin
ue

d
St

ud
y 
ob

je
ct
iv
e 
(s
)

Ye
ar

Co
un

tr
y

D
at
as

et
M
od

el
s u

se
d

M
et

ric
s u

se
d

EV
St

re
ng

th
s

W
ea

kn
es

se
s

Re
fe
re

nc
es

To
 se

le
ct
 fe

at
ur

es
 im

po
rt
an

t t
o

20
20

Ch
in
a

Se
co

nd
ar
y

SV
M
, R

F,
F1

-7
9%

N
o

Th
e 
us

e 
of

 a
dv

an
ce

d 
m

ac
hi
ne

N
o 
ex

te
rn

al
 v
al
id
at
io
n 
or

 o
th

er
Fa

ng
 e
t a

l.5
9

st
ro

ke
 p
ro

gn
os

is 
us

in
g 
an

Ad
aB

oo
st

le
ar
ni
ng

 a
lg
or

ith
m

s f
or

 fe
at
ur

e
st
an

da
rd

 m
et

ric
 re

po
rt
ed

in
te

gr
at
ed

 m
ac

hi
ne

 le
ar
ni
ng

an
d 
N
B

se
le
ct
io
n 
an

d 
pr

og
no

sis
 p
re

di
ct
io
n

be
ca

us
e 
pr

ed
ic
tio

n 
w
as

 n
ot

 d
on

e
ap

pr
oa

ch
 o
n 
th

e 
In
te

rn
at
io
na

l
St

ro
ke

 T
ria

l d
at
as

et
To

 p
re

di
ct
 is

ch
em

ic
 st

ro
ke

20
20

In
di
a

Se
co

nd
ar
y

AN
N
 a
nd

 S
VM

98
%
 a
cc

ur
ac

y
N
o

Re
la
tiv

el
y 
hi
gh

 a
cc

ur
ac

y
Re

qu
ire

s l
ar
ge

 tr
ai
ni
ng

 d
at
as

et
s

Pa
th

an
ja
li 
et

 a
l.6

0

ou
tc
om

es
 p
os

t i
nt

ra
-a
rt
er

ia
l

fo
r i
m

pr
ov

ed
 p
er

fo
rm

an
ce

; 
th

er
ap

y 
us

in
g 
m

ac
hi
ne

 le
ar
ni
ng

po
te

nt
ia
l i
ss
ue

s w
ith

 d
at
a 
ac

cu
ra
cy

al
go

rit
hm

s
To

 p
re

di
ct
 th

e 
lik

el
ih
oo

d 
of

 a
20

22
In
di
a

Se
co

nd
ar
y

SV
M
, R

F 
an

d
94

.6
%

N
o

U
til
iz
at
io
n 
of

 m
ul
tip

le
 m

od
el
s f

or
D
et

ai
ls 

on
 d
at
as

et
 n
ot

 w
el
l a

rt
ic
ul
at
ed

Te
lu
 a
nd

 P
ad

im
i61

pe
rs
on

 h
av

in
g 
a 
st
ro

ke
 b
as

ed
KN

N
st
ro

ke
 p
re

di
ct
io
n,
 p
ot

en
tia

lly
Re

su
lt 
no

t e
xt
er

na
lly

 v
al
id
at
ed

on
 m

ed
ic
al
 ri
sk

 fa
ct
or

s s
uc

h 
as

im
pr

ov
in
g 
sy

st
em

 p
er

fo
rm

an
ce

sm
ok

in
g 
st
at
us

, h
ea

rt
 d
ise

as
e,

gl
uc

os
e 
va

lu
e 
an

d 
hy

pe
rt
en

sio
n

To
 in

ve
st
ig
at
e 
th

e 
m

ai
n 
ris

k
20

21
Ch

in
a

Pr
im

ar
y:
 O

f
D
T,
 R
F 
an

d 
LR

RF
 o
ut

pe
rfo

rm
ed

 
N
o

U
til
iz
at
io
n 
of

 a
 la

rg
e 
da

ta
se

t a
nd

Ch
in
a-
ba

se
d 
st
ud

ie
s m

ea
ns

 th
e 
re

su
lt

Li
u 
et

 a
l.6

2

fa
ct
or

s f
or

 st
ro

ke
27

,5
83

ot
he

rs
 w

ith
 8
0%

m
ul
tip

le
 m

od
el
s f

or
 a
 c
om

pr
eh

en
siv

e
m

us
t b

e 
ex

te
rn

al
ly
 v
al
id
at
ed

 o
n 
ne

w
in
 S
ha

nx
i P

ro
vi
nc

e,
re

sid
en

ts
pr

ec
isi

on
, 8

5%
an

al
ys

is
da

ta
se

ts
 to

 v
er

ify
 th

e 
va

lid
ity

 a
nd

Ch
in
a,
 u
sin

g 
m

ac
hi
ne

fro
m

 2
01

7
re

ca
ll 
an

d 
85

%
ac

ce
pt

ab
ili
ty
 o
f t

he
 m

od
el

le
ar
ni
ng

 m
od

el
s

to
 2
02

0
ac

cu
ra
cy

To
 d
ev

el
op

 a
 fe

at
ur

e 
se

le
ct
io
n

20
18

Ch
in
a

Pr
im

ar
y

SV
M
 a
nd

 G
SO

83
%
 a
cc

ur
ac

y
N
o

A 
no

ve
l h

yb
rid

 fe
at
ur

e 
se

le
ct
io
n

Ex
te

rn
al
 v
al
id
at
io
n 
w
as

 n
ot

 re
po

rt
ed

Zh
an

g 
et

 a
l.6

3

an
d 
cl
as

sif
ic
at
io
n 
m

od
el
 fo

r
m

od
el
 c
om

bi
ni
ng

 S
up

po
rt
 V
ec

to
r

de
te

ct
in
g 
st
ro

ke
 ri
sk

 u
sin

g
M
ac

hi
ne

s (
SV

M
) w

ith
 G

lo
w
-W

or
m

cl
in
ic
al
 d
at
a

 
Sw

ar
m

 O
pt

im
iz
at
io
n 
(G

SO
),

en
ha

nc
in
g 
pr

ed
ic
tio

n 
ac

cu
ra
cy

To
 id

en
tif

y 
no

ve
l, 
pr

ev
io
us

ly
20

22
U
SA

Se
co

nd
ar
y-
Ka

gg
le
-

AN
N

92
%
 a
cc

ur
ac

y 
an

d
N
o

U
til
iz
at
io
n 
of

 a
n 
ar
tif

ic
ia
l  
ne

ur
al

Se
co

nd
ar
y 
da

ta
, n

o 
ex

te
rn

al
Ke

er
th

y6
4

un
id
en

tif
ie
d 
ris

k 
fa
ct
or

s f
or

 st
ro

ke
51

10
×

12
 d
im

en
sio

n
73

%
 A

U
C

ne
tw

or
k 
m

od
el
 fo

r a
na

ly
sis

;
va

lid
at
io
n,
 d
ee

p 
le
ar
ni
ng

 c
an

us
in
g 
a 
m

ac
hi
ne

 le
ar
ni
ng

 m
od

el
id
en

tif
ic
at
io
n 
of

 si
gn

ifi
ca

nt
 ri
sk

pe
rfo

rm
 b
et

te
r i
n 
in
st
an

ce
s

fa
ct
or

s l
ik
e 
oc

cu
pa

tio
n

w
he

re
 A

N
N
 is

 p
re

fe
rr
ed

To
 p
re

di
ct
 st

ro
ke

 a
m

on
g 
th

e
20

20
Ch

in
a

Se
co

nd
ar
y-
Ch

in
es

e
LR

, S
VM

 a
nd

 R
F

AU
C-

78
%

N
o

In
co

rp
or

at
es

 v
ar
io
us

 m
ac

hi
ne

Li
m

ite
d 
di
sc

us
sio

n 
on

 th
e 
po

te
nt

ia
l

W
u 
an

d 
Fa

ng
65

el
de

rly
 in

 C
hi
na

 u
sin

g 
m

ac
hi
ne

Lo
ng

itu
di
na

l H
ea

lth
y

le
ar
ni
ng

 m
et

ho
ds

 a
nd

 d
at
a 
ba

la
nc

in
g

lim
ita

tio
ns

 o
f t

he
 st

ud
y,
 su

ch
 a
s b

ia
se

s
le
ar
ni
ng

 m
et

ho
ds

, p
ar
tic

ul
ar
ly

Lo
ng

ev
ity

 st
ud

y
te

ch
ni
qu

es
 to

 a
dd

re
ss
 im

ba
la
nc

ed
in
 se

lf-
re

po
rt
ed

 d
at
a

in
 th

e 
co

nt
ex

t o
f i
m

ba
la
nc

ed
 d
at
a

da
ta
se

ts
D
T:
 D

ec
isi

on
 tr

ee
, N

B:
 N

ai
ve

 B
ay

es
, A

N
N
: A

rt
ifi
ci
al
 N

eu
ra
l N

et
w
or

k,
 K
N
N
: K

-N
ea

re
st
 N

ei
gh

bo
rs
, L

R:
 L
og

ist
ic
 re

gr
es

sio
n,
 S
VM

: S
up

po
rt
 V
ec

to
r M

ac
hi
ne

, R
F:
 R
an

do
m

 fo
re

st
, G

B:
 G

ra
di
en

t b
oo

st
in
g,
 D

N
N
: D

ee
p 
ne

ur
al
 n
et

w
or

k,
 X
G
B:
 E
xt
re

m
e 
gr

ad
ie
nt

bo
os

tin
g,
  G

BM
:  G

ra
di
en

t  
bo

os
tin

g 
 m

ac
hi
ne

,  R
N
N
-L
ST

M
:  R

ec
ur

re
nt

  N
eu

ra
l  N

et
w
or

k-
Lo

ng
  S

ho
rt
  T

er
m

  M
em

or
y,
  V

ot
in
g:
  V

ot
in
g 
 cl

as
sif

ie
r, 
 A
da

Bo
os

t: 
 A
da

pt
iv
e 
 b
oo

st
in
g,
  G

SO
:  G

ro
up

  s
ea

rc
h 
 o
pt

im
iz
er

,  X
G
Bo

os
t: 
 e
Xt

re
m

e 
 G

ra
di
en

t  
Bo

os
tin

g,
Li
gh

tG
BM

: L
ig
ht

 G
ra
di
en

t B
oo

st
in
g 
M
ac

hi
ne

, C
at
Bo

os
t: 
Ca

te
go

ric
al
 b
oo

st
in
g 
an

d 
Ba

gg
in
g:
 B
oo

ts
tr
ap

 a
gg

re
ga

tin
g



J. Appl. Sci., 24 (1): 1-15, 2024

DISCUSSION

This study presents an in-depth analysis of current
research on machine learning (ML) applications in stroke risk
prediction. It covers studies which focused on the potential of
ML models to identify and weigh various risk factors, offering
a predictive insight that could revolutionize stroke prevention
strategies. Through this systematic review, the study
highlights the recurring challenge of limited external
validation, which is essential for verifying model performance
across diverse populations. It also notes the critical role of
large, varied datasets in developing models with higher
generalizability. A notable finding is the methodological
diversity among the analyzed studies, with many employing
advanced algorithms like deep learning. However, issues such
as small sample sizes and inconsistent reporting standards
underscore the need for a more standardized approach in
future research. This work also suggests that while ML
techniques hold promise, there is a pressing need for
transparent and interpretable ML models. Such clarity would
allow healthcare professionals to integrate ML-assisted
predictions into clinical practice effectively, enhancing patient
outcomes through personalized risk assessment. This
summary encapsulates the key messages of the review while
adhering to the concise summary constraints.

There are gaps identified in the examined papers,
however. Firstly, a recurring limitation is the lack of external
validation in many of these studies. External validation
involves testing the ML/DL models on a completely
independent dataset, ideally from a different demographic or
geographic population than the one used for training the
model. This step is crucial for assessing the generalizability and
applicability of the models to diverse patient populations.
Without external validation, the predictive power of these
models may be overestimated and their utility in real-world
clinical settings remains uncertain.

Additionally, many studies suffer from small sample sizes
and the use of data from single centers. This can lead to
models that are overly tailored to specific patient populations,
reducing their effectiveness in broader healthcare contexts.
Furthermore, the studies often lack diversity in terms of
ethnicity and socio-economic backgrounds of the patients,
which is vital for developing models that are universally
applicable.

Another significant gap is the transparency and
interpretability of ML/DL models. Many studies do not provide
sufficient detail on the features used, the model architecture
and the decision-making process of the algorithms. This lack
of transparency can hinder the acceptance and trust of these
tools  among  healthcare  practitioners,  who  often  require  a

clear understanding of how decisions are made for patient
care. Moreover, there is a need for more rigorous
methodological approaches, including standardized reporting
of model development and performance metrics. This
standardization is essential for comparing results across
different studies and for the advancement of the field. Finally,
most studies focus primarily on predictive accuracy, often
neglecting other important aspects such as model robustness,
scalability and the practical feasibility of integrating these
models into existing healthcare systems. Addressing these
limitations is crucial for the successful translation of ML/DL
research into effective, real-world clinical tools for stroke and
cardiovascular risk assessment.

The availability of publicly accessible datasets for stroke
risk prediction using machine learning (ML) is crucial for
several reasons. First, it allows for the development and
testing of predictive models across a wide range of
demographic and geographic populations, ensuring the
models’ applicability and accuracy in diverse settings.
Secondly, public datasets facilitate collaborative research,
enabling scientists and healthcare professionals to share
insights and improvements. This collaborative environment
can lead to more rapid advancements in stroke prediction
methodologies. Lastly, transparent and accessible data can
enhance the reliability and trustworthiness of ML models, as
external researchers can validate and scrutinize these models,
ensuring their robustness and clinical relevance.

Random Forest algorithm66 has been applied mostly in
the prediction of stroke risk factors67, understandably due to
its high accuracy and ability to manage complex, large
datasets.  This  algorithm  effectively  deals  with  both
numerical  and  categorical  data,  making  it  suitable  for
diverse medical datasets often encountered in stroke
research67,68. Its resistance to overfitting is particularly valuable,
ensuring that the models developed are robust and reliable69.
Furthermore, the capability of Random Forest to handle
missing data and provide insights into variable importance
makes it an indispensable tool in the nuanced field of stroke
risk prediction, where understanding and weighting various
risk factors accurately is crucial.

Explainability, without which there is no accountability
and trustworthiness in machine learning models, is a critical
aspect, focusing on making the models’ decision-making
processes transparent and understandable70,71. It is essential
for clinicians and patients to trust and effectively use these
predictive models. Explainable models help in identifying key
risk factors contributing to stroke, enabling targeted
interventions. Moreover, explainability aids in model
validation and error analysis, ensuring accuracy and reliability
in  a  typical  black  box  model.  In  a  domain  as  sensitive  as
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healthcare, where decisions significantly impact patient
outcomes, the ability to explain and interpret model
predictions is invaluable for gaining clinical acceptance and
enhancing patient care72.

This systematic review shows the potential of machine
learning (ML) and deep learning (DL) techniques in enhancing
stroke risk prediction and management. While these
innovative models offer significant advancements in
identifying and analyzing complex patterns in stroke-related
data, several challenges remain. Key issues include the need
for external validation to ensure the models’ generalizability
across diverse populations, addressing small sample sizes and
improving the transparency and interpretability of ML/DL
models. Addressing these challenges is crucial for the effective
integration of these models into clinical practice, which could
lead to more personalized and impactful healthcare strategies
for stroke prevention and management.

CONCLUSION

This review endeavor comprehensively examined the
utilization of machine learning (ML) and deep learning (DL) in
predicting stroke risk factors, revealing significant
advancements in the field. Our analysis shows the
effectiveness of these models in handling complex datasets
and improving prediction accuracy, essentially for
personalized healthcare. However, challenges such as the
need for external validation and model transparency persist.
Future directions should focus on enhancing model
explainability and expanding research to include diverse
datasets, ensuring broader applicability and integration into
clinical practice.

SIGNIFICANCE STATEMENT

This work considers the pressing global issue of stroke, a
major cause of disability and mortality. Authors systematically
evaluated the application of machine learning (ML) and deep
learning (DL) techniques in predicting stroke risk, a critical step
towards proactive healthcare using the standard PRISMA
strategy. Key findings demonstrated that ML and DL models,
especially Random Forest, effectively manage complex
datasets and enhance predictive accuracy, which is vital for
personalized healthcare strategies. The research suggests the
need for more external validation, model explainability and
transparency to improve clinical integration. Future research
could focus on feature importance to provide tailored stroke
risk assessments in diverse populations.
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