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INTRODUCTION

Warner1 introduced a randomized response model to
estimate a population proportion for sensitive attribute
including homosexuality, drug addiction or abortion. Kuk2

remarked  that  an  undesirable  feature  of  randomized
response technique is that under the existing scheme, some
of the  respondents  will  have  to  answer  “Yes”  or  “No”  to
the sensitive  question  and  there  respondents  are  likely to
become  doubtful  and  uncooperative.  Researchers  agree
that it  is  difficult  to  convince  the  respondents  that  they
are protected through randomization. Warner1 mentioned
that interviewees often act as if they believe the random
device simply  determines  whether  they  are  required  to
reveal or not to reveal a secret. Further a minute problem
arises when a respondent without the sensitive attribute
becomes  too  eager  to  declare  his  innocence.  To overcome
such difficulties Kuk2 introduced an ingenious randomized
response  model  in  which  if  a  respondent belong  to  a
sensitive group A,  then  he/she  is  instructed  to  use  a  deck
of cards  having  21  proportion  of  cards  with  the  statement,
“I  belong  to  group  A”  and  if  the  respondent  belong  to
non-sensitive group Ac then the respondent is requested to
use a different deck of cards having 22 proportion of cards 
with  the  statement, “I do not belong to group A”. Let π be the
true proportion of persons belonging to the sensitive group A.
Thus, the probability of “Yes” answer in the Kuk2 model is
given by:

θ = θ1π+(1-π) θ2 (1)

An unbiased estimator of the population proportion π is
given by:

(2)
 1 2

kuk 1 2
1 2

(n / n)
ˆ ,

( )
 

    
  

with variance:

(3)kuk 2
1 2

(1 )ˆV( )
n( )
  

 
  

Recently Singh and Grewal3 have suggested improvement
in the Kuk2 model geometric distribution as a randomization
device. They have claimed that their method is more
protective and efficient than the Kuk2 model while doing
surveys in practice.

Land  et  al.4  proposed  the  estimators  for  the  mean
number of persons who have the rare sensitive attribute using
unrelated question randomized response model by utilizing
a Poisson distribution. Lee  et  al.5   applied  stratified  sampling
schemes (stratified sampling and stratified double sampling)
to  Land  et  al.4  randomized  response  model  using  the
Poisson distribution6-17.

MODEL DESCRIPTION AND ANALYSIS

Singh and Grewal3 suggested an unbiased estimator of
population  proportion  π  possessing  sensitive  attribute
using  geometric  distribution  in Kuk2 model. This procedure
is unique and very useful method among different
randomized  response  procedures  so  far. This study
extended  Singh  and  Grewal3  study  to  stratified  sampling.
It  assumed  of that the sizes of stratified population are
known.

Let  a  population  with  size  N  be  divided  into  disjoint
L groups (strata) with size Nh (h = 1, 2,..., L). In the proposed
procedure, an individual respondent in the sample of stratum
h is provided with two decks of cards in the same way as in
Kuk2 model. In the first deck of cards, let  be the proportioni1



of cards with the statement “I belong to a sensitive group A”
and ( ) be  the proportion  of  cards  with  the  statement,i11  

“I  do  not  belong  to  a  sensitive  group  A”.  In  the  second
deck of cards, let  be the proportion of cards with thei2



statement, “I do not belong to group A” and ( ) be thei11  

proportion of cards with the statement, “I belong to a 
sensitive  group  A”. Up  to  here,  it  is  same  as  the  Kuk2 

randomized  response  model.  Now  in  the  suggested model,
if a respondent belongs to  a  sensitive  group  A,  he/she  is 
instructed  to   draw   cards,  one-by-one  with  replacement,
from  the  first  deck  of  cards  until   he/she   gets  the  first
card bearing the statement of his/her own status and
requested  to report the total number of cards, say Xh drawn
by  him/her  to  obtain  the  first  card  of  his/ her own status.
If   a   respondent   belongs    to   group   Ac,   he/she  is
instructed to draw cards, one-by-one using with replacement,
from the second deck of cards until he/she gets the first card
bearing the statement of his/her own status and requested to
report the total number of cards, say Yh, drawn by him/her to
obtain the first card of his/her own status. Thus,

and  that is  Xh  and  Yh  followsh h1X ~ G( ) h h2Y ~ G( )

geometric distributions with parameters  and ,h1
 h2



respectively, because cards are drawn based on with
replacement sampling3.
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By this randomization device, the probability of a “Yes” in
stratum h is given by:

(4)h h2 Sh h1 Sh(1 )        

where, πSh is the population proportion possessing sensitive
attribute A in the hth stratum.

Let Zhj be the number of cards reported by the jth

respondent in the hth respondent, then an estimator of the
population proportion πSh is given by:

(5)
hn

h1 h2
hj h1
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Z
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Since the selections in different strata are made
independently, the estimators for individual strata can be
added together to obtain an estimator for the entire
population. Thus an estimator of the population proportion

 with sensitive attribute, is defined by:
L

S h Sh
h 1

w
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where, wh = Nh/N, so that, , N is the number of units
L

h
h 1

w 1



in  the  whole  population  and Nh  is the total number of units
in stratum h (h = 1, 2,..., L).

Theorem 2.1: The proposed estimator π8S is an unbiased
estimate for the population proportion πS.

Proof: Given  and , therefore, we have:h h1X ~ G( ) h h2Y ~ G( )
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By taking the expected value on both sides of Eq. 6 and
using Eq. 7 we have:
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which proves the theorem.

Theorem 2.2: The variance of the estimator π8Sh is:

(8)
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Proof: Since the responses are independent and each
unbiased estimator π8Sh has its own variance, the variance of π8S

is:

(9) 
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Since  and , therefore, we have:h h1X ~ G( ) h h2Y ~ G( )

(10)2 h1 h2
hj Sh Sh2 2

h1 h12
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Using Eq. 7, 10 in Eq. 9 we get Eq. 8. Thus the theorem is
proved.

Now we consider the problem of allocation of the sample
to the different strata using (i) Proportional allocation, (ii)
Optimum allocation and (iii) Neyman allocation methods. The
variances of the proposed estimator  π8S  are  also  obtained
under three allocation methods.

Proportional allocation: Proportional allocation is a
technique to define sample size. Since the sample size in
stratum h is defined as nh = n wh, where wh = Nh/N, the
variance  of  the  estimator  π8S  is  given  in  the  following
theorem. 

Theorem  2.3:  Under  the  Proportional  allocation nh = n wh

(h = 1, 2,..., L), the variance π8S is given by:

(11)
L

S P h h0
h 1

1ˆV( ) w V
n 

  

Where:

(12)  
Sh Sh

h0 h2 h1 Sh h1 h2 Sh
2
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( )

   

 

    
 

           
    

Proof: Proof is simple so omitted.

Optimum allocation: In optimum allocation, the sample sizes
are defined to minimize variance with a given cost. In stratified
sampling, the cost function is defined as:

L

0 h h
h 1

C c n c


 

where, c0 is a fixed cost and ch is a cost per sample unit in
stratum h. For fixed cost, by the Cauchy-schwarz inequality,
the sample size nh to minimize V(π8S) is given by:

(13)
h h0 h

h L
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Theorem 2.4: The variance of the proposed estimator π8S under
the optimum allocation (Eq. 13) is given by:

(14)
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Proof: Proof is simple so omitted.

Neyman allocation: Information on π8Sh is usually unavailable.
But if prior information on π8Sh is available from the past
experience then we may derive the following Neyman
allocation formula.

Theorem      2.5:       The       Neyman        allocation        n       to
n1,   n2,...,   nL-1   and   nL    to     derive     the     minimum 
variance    of    π8S   subject    is  approximately   given

L

h
h 1

n n



by:

(15)
h hoh

L

h ho
h 1

w Vn
n w V







Proof: The minimum variance of π8S is given by18:

(16) 
2

L

S h h0N
h 1

1ˆV w V
n 

 
   

 


By substituting (nh-1) for nh in Eq. 7, the unbiased
estimator   of   the   minimal   variance   of    π8S    can    be
obtained.

ESTIMATION OF A POPULATION PROPORTION OF A
SENSITIVE ATTRIBUTE IN STRATIFIED

DOUBLE SAMPLING

When a population is stratified and the sizes of strata are
unknown, the stratified double sampling method and the
allocation problems are used, which are studied in this section.
In the stratified double sampling method, it could have some
information of the strata from a large sample randomly
selected and re-sampled based  on  the  estimated  sizes  for 
each stratum5.

Since the sizes of the strata are not given, the
respondents are asked a question to be stratified in the first
phase. From a population with size N and L  strata,  n’  samples
are randomly taken and asked ‘Do you belong  to  stratum  h?’.
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By this question, the sample is stratified into L strata. Let the
number of respondents in stratum h be n’h, then wh and w’h
defined as:

wh = Nh/N and w'h = n'h/n'

where, wh is a population proportion and w'h is a sample
proportion in stratum h. Also w'h is an unbiased estimator for
wh (i.e., E(w'h) = wh).

In the second phase, the nh respondents are randomly
sampled with replacement from the n'h samples in the
previous phase and the randomized device is utilized. The
estimator π8‘S for π8S is given by:

(17)h
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Theorem  3.1:  The  estimator  π8‘S  is  the  unbiased  estimator
of π8S.

Proof: Given  and , therefore, weh h1X ~ iid G( ) h h2Y ~ iid G( )

have:
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which proves the theorem.

Theorem 3.2: The variance of π8‘S is given by:

(18)
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where, 0<vh = (nh/n’h)<1 is fixed.

Proof: Let π8‘Sh be the estimator in stratum h for the population
proportion of the sensitive attribute in the stratified double
sampling with sample nh and π8‘Sh be the estimator for the
sensitive attribute in the first phase with sample size n‘h we
have:

(19)
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The variance of the first terms is:
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and using nh = vh n’h = vh w’hn’, the second term is:
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Equation 19 is shown by adding Eq. 20 and 21.
In     proportional     allocation,     the     sample     size     n

is  allocated  by  the  size  of  the  strata,  n’h.  Instead  of  N and
Nh  using  the  samples   nh   and   n’h   in   the   first   phase  and 
the   sample   size  nh  =  n×n’h/n’  the  variance  of  π8S  is  given
by:
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(22)
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In the optimum allocation, the cost function is defined as:

(23)
L

h h
h 1

C c n c n


   

where, c’ is a cost for allocation and ch is a cost per sample unit
in stratum h. Since nh is a random variable, take the
expectation of the cost in Eq. 23 to optimize n’ and vh:

(24)L L

h h h h h
h 1 h 1

E(C) C c n
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By the Cauchy-Schwarz inequality, the optimum value for
vh to minimize the product of the variance in Eq. 18 and the
expected cost in Eq. 24 is given by:
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Inserting vh into Eq. 24, the optimum sample size n’ is
given by:
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Putting Eq. 24 and 26 in Eq. 19 we get the minimum
variance of π8‘S as:
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STRATIFIED SAMPLING AND STRATIFIED DOUBLE
SAMPLING-PROPORTION ALLOCATION 

From Eq. 25 and 22 that the variance of the proposed
estimator π8‘S in stratified double sampling can be expressed as:

L
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or:
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2
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This is the increase variance in proportional allocation
from stratified double sampling when the sizes of the stratified
populations are unknown.

RELATIVE EFFICIENCY

Singh and Grewal3 obtained the variance of the estimator
π8SG (Singh and Grewal3) for the population proportion πS

possessing sensitive attribute based on a Geometric
distribution:

(29) 
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where,  and  are known the proportion of cards with the1
 2



statement “I belong to sensitive group A” and “I do not belong
to sensitive group A”, respectively.

It assume   that   there   are  two  strata  (i.e., L = 2) in the 
population,      1 2n n n ,  11 21 1 ,       12 22 2 ,      

  and    under  thisS 1 S1 2 S2w w     S 1 S1 2 S2ˆ ˆ ˆw w .    
supposition, the percent relative efficiency of the proposed
estimator πS with respect to Singh and Grewal3 estimator π8SG is
given by:

(30) 
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S SG

S

1
2 2
1 1 2 S1 2 2 3 S2

ˆV( )ˆ ˆPRE( , ) 100
ˆV( )

(1 / n) zz B
100

(w / n ){zz A } (w / n ){zz A }


   




 
    

Where:

1 1 S1 2 S2 1 S1 2 S2zz (w w )(1 w w )       

1 S1 S1 2 S2 S2zz (1 ), zz (1 )       

 2 2
2 1 S 1 2 S

2
2 1

(1 ) (1 )(1 )
B

( )

   

 

         


  

49



Trends Bioinform., 11 (1): 44-55, 2018

Fig. 1: Relative efficiency (%) of π8SG with respect to  π8S

Table 1: Relative efficiency (%) of π8SG with respect to π8S when n =1000
 = 0.1  = 0.2  = 0.3  = 0.41

* 1
* 1

* 1
*

πS1 πS2 w1 w2 n1 n2  = 0.5  = 0.6  = 0.7  = 0.82
* 2

* 2
* 2

*

0.10 0.90 0.70 0.30 500 500 182.02 163.95 153.41 149.27
0.11 0.89 0.70 0.30 400 600 167.20 150.27 140.28 136.65
0.12 0.88 0.70 0.30 500 500 171.00 155.75 146.72 143.11
0.13 0.87 0.60 0.40 400 600 178.63 162.16 152.35 148.11
0.14 0.86 0.60 0.40 500 500 171.78 157.40 148.88 144.85
0.15 0.85 0.60 0.40 400 600 169.96 155.47 146.76 142.94
0.16 0.84 0.40 0.60 500 500 151.75 138.60 130.89 126.61
0.17 0.83 0.40 0.60 400 600 170.30 155.54 146.81 142.13
0.18 0.82 0.40 0.60 500 500 149.27 136.83 129.51 125.44
0.19 0.81 0.30 0.70 400 600 157.72 143.88 135.69 131.13
0.20 0.80 0.30 0.70 500 500 134.42 122.91 116.11 112.26
0.21 0.79 0.30 0.70 400 600 155.18 142.02 134.21 129.86
0.22 0.78 0.70 0.30 500 500 135.73 128.08 123.33 121.28
0.23 0.77 0.70 0.30 400 600 118.85 112.26 108.12 106.42
0.24 0.76 0.70 0.30 500 500 131.10 124.27 120.01 118.14
0.25 0.75 0.60 0.40 400 600 139.06 130.68 125.50 123.10
0.26 0.74 0.60 0.40 500 500 143.21 135.01 129.99 127.50
0.27 0.73 0.60 0.40 400 600 134.59 126.97 122.24 120.03
0.28 0.72 0.40 0.60 500 500 138.88 129.36 123.66 120.49
0.29 0.71 0.40 0.60 400 600 151.32 141.08 134.88 131.54
0.30 0.70 0.40 0.60 500 500 137.16 128.13 122.70 119.67
0.31 0.69 0.30 0.70 400 600 144.21 133.94 127.75 124.31
0.32 0.68 0.30 0.70 500 500 125.15 116.42 111.17 108.21
0.33 0.67 0.30 0.70 400 600 142.34 132.56 126.65 123.37

or:
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This  study   computed  the  PRE (π8S,  π8SG)  for  n  =  1000
with    two     strata     having        =   0.5,   0.6,   0.7,   0.8    and2



 =  0.1,  0.2,  0.3, 0.4 and different values of n1,  n2;  w1, w21


and  π8S1,  π8S2.  Findings  are  displaced  in  Table  1.  It  is
observed  from  Table  1  that  the  percent  relative efficiencies
are greater than 100 which means that the proposed
estimator π8S is more efficient than the Singh and Grewal3

estimator π8SG. This fact is also presented in Fig. 1. However this
is limited empirical study so this conclusion should not be
extrapolated.

Further we will do an efficiency comparison of the
proposed stratified randomized response technique with that
of Singh and Grewal3 by comparing the variances.

Theorem 5.1: Assume  that  there  are  two  strata (i.e., L = 2)
in  the   population,     1 2n n n ,  11 21 1 ,       12 22 2 ,      

50

0.1 0.2 0.3 0.4

PRE

 
200 

100 
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  and  TheS 1 S1 2 S2w w ,     S 1 S1 2 S2ˆ ˆ ˆw w     S1 S2.  
proposed estimator π8S under proportional allocation is always
better than Singh and Grewal3 estimator π8SG.

Proof: From Singh and Grewal3, the variance of π8SG for two
strata (i.e., L = 2) in the population, is given by:

(31)S S
SG

(1 )ˆV( ) B
n

       

where,    π8SG    stands    for    Singh    and    Grewal3    estimator,
πS = w1 πS1+w2 πS2 we have:
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2
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    2)

which is always positive. Hence, the theorem.

Theorem   5.2:   Suppose   that   there   are   two    strata   (i.e.,
L = 2)  in  the   population,     1 2n n n ,  11 21 1 ,      

     and12 22 2 ,       S 1 S1 2 S2w w ,     S 1 S1 2 S2ˆ ˆ ˆw w    
 The  proposed  estimator  π8S  under  NeymanS1 S2.  

allocation is always better than Singh and Grewal3 estimator
π8SG.

Proof: From Singh and Grewal3, the variance of π8SG for two
strata (i.e., L = 2) in the population, is given by:

(32)S S
SG

(1 )ˆV( ) B
n

       

where,   π8SG   stands   for   Singh   and   Grewal3   estimator   and
πS = w1 πS1+w2 πS2.

For L = 2 and the assumptions stated in the theorem 5.2,
we write the variance of the proposed estimator π8S under
Neyman allocation as:

(33)
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From above equations, we have:
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where,    S1 S1 S1 S1 S2 S2 S2 S2A (1 ) A and A (1 ) A .          

Now we have:
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Which is always positive.

Theorem 5.3: The proposed estimator π8S under Neyman
allocation is always better than that of the proposed estimator
π8S under proportional allocation.

Proof: We have:
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which is always positive. Hence the theorem.
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Fig. 2: Relative efficiency (%) of π8sG with respect to (π8S)P

Table 2: Relative efficiency (%) of π8sG with respect to (π8S)P
 = 0.1  = 0.2  = 0.3  = 0.41

* 1
* 1

* 1
*

πS1 πS2 w1 w2  = 0.5  = 0.6  = 0.7  = 0.82
* 2

* 2
* 2

*

0.10 0.90 0.70 0.30 144.99 133.10 126.71 123.67
0.11 0.89 0.70 0.30 144.75 132.95 126.61 123.59
0.12 0.88 0.70 0.30 144.51 132.81 126.50 123.50
0.13 0.87 0.60 0.40 139.63 129.67 124.21 121.50
0.14 0.86 0.60 0.40 139.50 129.58 124.14 121.44
0.15 0.85 0.60 0.40 139.37 129.49 124.08 121.39
0.16 0.84 0.40 0.60 130.21 123.03 119.01 116.93
0.17 0.83 0.40 0.60 130.35 123.13 119.09 117.00
0.18 0.82 0.40 0.60 130.48 123.22 119.17 117.07
0.19 0.81 0.30 0.70 126.38 120.21 116.75 114.92
0.20 0.80 0.30 0.70 126.66 120.42 116.91 115.06
0.21 0.79 0.30 0.70 126.93 120.62 117.07 115.21
0.22 0.78 0.70 0.30 142.05 131.26 125.40 122.54
0.23 0.77 0.70 0.30 141.80 131.10 125.28 122.43
0.24 0.76 0.70 0.30 141.54 130.93 125.15 122.33
0.25 0.75 0.60 0.40 138.08 128.61 123.40 120.80
0.26 0.74 0.60 0.40 137.95 128.52 123.34 120.74
0.27 0.73 0.60 0.40 137.82 128.43 123.27 120.68
0.28 0.72 0.40 0.60 131.83 124.21 119.95 117.76
0.29 0.71 0.40 0.60 131.97 124.30 120.03 117.83
0.30 0.70 0.40 0.60 132.10 124.40 120.11 117.90
0.31 0.69 0.30 0.70 129.67 122.63 118.70 116.65
0.32 0.68 0.30 0.70 129.94 122.83 118.85 116.79
0.33 0.67 0.30 0.70 130.21 123.03 119.01 116.93

To  have  the   tangible   idea   about  the  performance of
the   proposed   estimator   π8S   (under   different  allocations)
over   the   estimator   π8SG   due   to   Singh   and  Grewal3.  It
have  computed  the  PRE((π8S)P, π8SG),  PRE((π8S)N, π8SG)  and
PRE((π8S)N, (π8S)P) for different values  of  w1, w2;  π8S1, π8S2  and 
findings   are   publicized   in  Table  2-4  using  following
equation:
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It  is   observed   from   Table   2, 3  that  the  relative 
efficiency (%)   are   greater   than   100    which    follows   that
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Table 3: Relative efficiency of π8sG with respect to (π8S)N
 = 0.1  = 0.2  = 0.3  = 0.41

* 1
* 1

* 1
*

πS1 πS2 w1 w2  = 0.5  = 0.6  = 0.7  = 0.82
* 2

* 2
* 2

*

0.10 0.90 0.70 0.30 115.62 120.84 126.42 130.76
0.11 0.89 0.70 0.30 114.93 120.43 126.14 130.50
0.12 0.88 0.70 0.30 114.33 120.07 125.90 130.29
0.13 0.87 0.60 0.40 119.97 126.84 133.35 138.19
0.14 0.86 0.60 0.40 119.33 126.35 132.94 137.79
0.15 0.85 0.60 0.40 118.75 125.91 132.56 137.42
0.16 0.84 0.40 0.60 123.85 133.01 140.95 146.64
0.17 0.83 0.40 0.60 123.32 132.50 140.46 146.13
0.18 0.82 0.40 0.60 122.82 132.02 139.98 145.63
0.19 0.81 0.30 0.70 123.33 133.43 141.97 147.99
0.20 0.80 0.30 0.70 122.93 133.00 141.52 147.51
0.21 0.79 0.30 0.70 122.55 132.58 141.08 147.04
0.22 0.78 0.70 0.30 111.48 118.67 125.28 129.86
0.23 0.77 0.70 0.30 111.40 118.68 125.34 129.94
0.24 0.76 0.70 0.30 111.34 118.70 125.42 130.03
0.25 0.75 0.60 0.40 115.10 123.09 130.22 135.14
0.26 0.74 0.60 0.40 114.89 122.94 130.09 135.03
0.27 0.73 0.60 0.40 114.70 122.80 129.99 134.93
0.28 0.72 0.40 0.60 118.85 128.06 135.99 141.47
0.29 0.71 0.40 0.60 118.53 127.73 135.66 141.12
0.30 0.70 0.40 0.60 118.22 127.42 135.33 140.78
0.31 0.69 0.30 0.70 119.15 128.82 137.05 142.71
0.32 0.68 0.30 0.70 118.85 128.48 136.68 142.31
0.33 0.67 0.30 0.70 118.55 128.14 136.31 141.91

Table 4: Relative efficiency of (π8S)P with respect to (π8S)N
 = 0.1  = 0.2  = 0.3  = 0.41

* 1
* 1

* 1
*

πS1 πS2 w1 w2  = 0.5  = 0.6  = 0.7  = 0.82
* 2

* 2
* 2

*

0.10 0.90 0.70 0.30 274.11 324.46 358.85 363.42
0.11 0.89 0.70 0.30 274.40 324.78 359.19 363.79
0.12 0.88 0.70 0.30 274.69 325.09 359.53 364.16
0.13 0.87 0.60 0.40 283.00 333.55 368.26 374.31
0.14 0.86 0.60 0.40 283.07 333.64 368.37 374.41
0.15 0.85 0.60 0.40 283.14 333.74 368.47 374.51
0.16 0.84 0.40 0.60 296.82 347.80 383.06 391.31
0.17 0.83 0.40 0.60 296.50 347.50 382.75 390.94
0.18 0.82 0.40 0.60 296.20 347.20 382.44 390.57
0.19 0.81 0.30 0.70 301.71 352.92 388.40 397.38
0.20 0.80 0.30 0.70 301.23 352.45 387.91 396.80
0.21 0.79 0.30 0.70 300.76 351.97 387.42 396.23
0.22 0.78 0.70 0.30 277.82 328.44 363.05 368.09
0.23 0.77 0.70 0.30 278.15 328.79 363.41 368.50
0.24 0.76 0.70 0.30 278.48 329.14 363.78 368.92
0.25 0.75 0.60 0.40 284.11 334.88 369.72 375.80
0.26 0.74 0.60 0.40 284.23 335.02 369.86 375.95
0.27 0.73 0.60 0.40 284.35 335.15 370.01 376.11
0.28 0.72 0.40 0.60 293.31 344.35 379.55 387.11
0.29 0.71 0.40 0.60 293.03 344.09 379.27 386.78
0.30 0.70 0.40 0.60 292.77 343.82 379.00 386.46
0.31 0.69 0.30 0.70 296.17 347.34 382.66 390.65
0.32 0.68 0.30 0.70 295.73 346.89 382.19 390.11
0.33 0.67 0.30 0.70 295.28 346.44 381.73 389.57

the  proposed  estimator   π8S   under   proportional   and
Neyman  allocations  are  more  efficient  than  Singh and
Grewal3 estimator π8SG with considerable gain in efficiency.
Table 4 also showed that the values of PRE((π8S)N, (π8S)P) are

greater than 100  which  means  that  the  proposed  estimator
π8S under Neyman allocation is more efficient than that of
under proportional allocation. These facts can be seen from
Fig. 2-4.
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Fig. 3: Relative efficiency (%) of π8sG with respect to (π8S)N

Fig. 4: Relative efficiency (%) of (π8S)P with respect to (π8S)N

Thus our recommendation is to prefer the proposed study
over Singh and Grewal3.

CONCLUSION

This paper addresses the problem of estimating the
population proportion of sensitive attribute π8S based on
stratified sampling schemes (stratified sampling and stratified
double sampling). It has been shown theoretically as well as
numerically that the proposed model is more efficient than
Singh and Grewal’s randomized response model.

SIGNIFICANCE STATEMENTS

This study discovers a new stratified randomized
response model and random sampling is generally obtained
by dividing the population into non overlapping groups called
strata and selecting a simple random sample from each
stratum. An RR technique using a stratified random sampling
gives the group characteristics related to each stratum
estimator. Also, stratified sample protect a researcher from the
possibility of obtaining a poor sample. This study will help the
researchers to uncover the critical areas related to randomized
response technique applying geometric distribution. For the
future research, researcher can be considering a new theory
for randomized response model with hyper geometric
distribution.
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